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Abstract: Graph-based Natural Language Processing (NLP) methods have seen
significant advancements in recent years with the development of Large Language
Models (LLMs) and Retrieval Augmented Generation (RAG). LLMs are sophisticated
models that recognize numerous NLP tasks by analyzing the users' natural language
instructions called prompts. However, their industrial use is questionable due to such
ethical concerns as false information generation called hallucinations, high risks of
data breaches, and plagiarism. The paper introduces a novel NLP architecture, the
Graph-Based Block-to-Block Generation (G3BG), which leverages state-of-the-art
deep learning techniques, the power of attention mechanisms, distributional semantics,
graph-based information retrieval, and decentralized networks. The model encodes
user prompts to mitigate data breach risk, retrieves relevant information from a graph
knowledge base, and forms a block for a conditional language model using LLMs to
perform a new secure type of RAG. The model is closed-domain and small-scale
oriented. It exhibits superior performance across low-resource NLP tasks, which
makes it prominent for industrial use. The research presents a novel graph-based
dataset. The dataset comprises private data features to encode and closed-domain
textual information for information retrieval. The dataset is used to train and evaluate
the G3BG model. The model allows cutting 100x training dataset volume achieving
Perplexity ~6.51 on the Language Generation task and FI1-Score ~90.3 on the
Information Retrieval task comparable to most state-of-the-art language models. The
experimental results prove the effectiveness of the proposed method and contribute to
the algorithmic approaches toward LLM risk mitigation.
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AHHOTanmsi. O0pabOTKa €CTECTBEHHOIO s3blka Ha OCHOBE IpadoB B MOCIEIHUE TOAbI
CTaHOBHTCS aKTyaJbHOU Ojarofaps pa3BUTHIO OOJNBIINX S3bIKOBBIX MOJIENEH U IeHepaluH,
JIOTIOJTHEHHON MH(OPMALMOHHBIM TTOMCKOM. bouibliie S3bIKOBbIE MOJIENN — 3TO CJIOKHBIE
QITOPUTMBI,  KOTOpBIE  pACMO3HAIOT  MHOTOYMCJICHHBIE  3amadd  00paboTKH
€CTECTBEHHOI'O SI3bIKa IyTEM aHaliu3a MHCTPYKLMH IOJIb30BATEJICd HA €CTECTBEHHOM
a3bike. OHAKO UX MPOMBILUIEHHOE HUCIIOJIb30BAHUE BBI3BIBAET COMHEHUS M3-3a TaKUX
THYECKUX MpoOJeM, Kak CO3/1aHue JIOKHOW MH(OPMALMU, BBICOKOTO pUCKAa YTEUKU
JAaHHBIX U aBTOPCKUX 3aMMCTBOBaHUM. B cTaThe npeacTaBieHa HOBas apXUTEKTypa JUIs
00pabOTKM €CTECTBEHHOI'O sI3bIKa, IO0JIOUHAs reHepalysi Ha OCHOBE IpadoB, KOTOpas
UCTIONIB3YET CaMbleé COBPEMEHHBIE METOMAbI TIyOOKOro OOy4YeHHs, BO3MOXKHOCTH
MEXaHU3MOB BHUMAaHUs, TUCTPHUOYTUBHOM CeMaHTHUKH, NHPOPMALIMOHHOTO MOMCKA Ha
ocHOBe TpadoB W JEUEHTPAIM30BaHHBIE CeTH. Mojenb KOJUPYET 3arpochl
MIOJIb30BATENsl Ul CHW)KEHHS pPHUCKa YTEUKM JAHHBIX, H3BJICKAET PEJIEBAHTHYIO
uHpopMalio u3 0as3pl 3HaHWUH Tpada W GopMupyeT OJOK mIsi OOYCIOBICHHOTO
MOJICJIMPOBAHMS S3bIKa C MCIIOJb30BaHMEM OOJIBLIMX SI3BIKOBBIX Mojenedl. Mopeinb
HalpaBJIieHA Ha pa3peuieHne CHUTyallud HeJOCTaTKa MJaHHBIX s OOy4eHHus
MOJHOLICHHON MOJeNn MalMHHOro o0ydeHus. VccienoBaHue mHpeAcTaBisieT HOBBIN
Ha0Op MaHHBIX Ha OCHOBE rpadoB. Habop maHHBIX 3amaeT NPHU3HAKU YS3BHMBIX
NEePCOHANBHBIX JAHHBIX JUISI KOAMPOBAHUS M TEKCTOBYIO HH()OPMALMIO 3aKPBITON
npeIMeTHOW obsactu uis MHPOpMAIMOHHOrO Tmoucka. OH UCHOJB3yeTCs A
o0y4yeHMs] U OLIEHKH MOJENM MOOJIOYHOW TeHepaluud Ha OCHOBE rpadoB, BIEpBbIE
IPEJICTaBICHHON B JaHHOM cTraThe. Mojieb MO3BOJISIET COKPATUTh 00bEM 00YyUarOIINX
naHHbIX Oosee yem B 100 pa3, AOCTMrHas 3HAUYEHUS METPUKH OLIEHKU MEPIUIEKCHU
~6,51 B 3amade reHepanuu ecrtecTBeHHOro si3bika u Fl-meper ~90,3 B 3amaue
u3BJIeUEHUs] HH(POpPMAIMK, YTO COMOCTaBUMO C OOJIBIIMHCTBOM COBPEMEHHBIX
A3BIKOBBIX Mojeneil. Pe3yibTarbl 3KCIEpUMEHTOB JOKa3bIBalOT 3(PPEKTUBHOCTD
IpeIaraéMoro MeToAa U BHOCST BKJIAJA B pa3pabOTKy aJrOPUTMHUYECKUX MOJIXOA0B K
CHIDKEHHIO  PHCKOB  HCIIOJIb30BaHHSA  OOJNBIIMX  SA3BIKOBBIX ~ MoOJele B
IIPOMBIIIJIEHHOCTH.

KiroueBbie cioBa: IeHepanus €CTECTBEHHOTO A3bIKa; [[oOHMMaHHE €CTEeCTBEHHOIO
A3blKa; ['eHepaTUBHBIM MCKYCCTBEHHBIM HWHTEIUIEKT; bBojbline S3bIKOBBIE MOJEIN;
JHenenrpanuzoBannbie cetu; KomupoBanue paHHbiX; [IucTpuOyTHBHAs CEMaHTHKA;
3akpeITas npeaMeTHas 00JacTb

Undpopmanus nas nurupoBanusi: QPupcanoBa B. WM. Hoswiil rpadoBblii
IIOJXO0J] K TEHepaluu TEKCTOB Y3KOW INPEIMETHOW 00JacTH Ha €CTECTBEHHOM
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INTRODUCTION

In recent years, the remarkable Natural
Language Processing (NLP) advancements
have been driven by the development of
Large Language Models (LLMs). For
example, models derived from GPT (Ouyang
et al, 2022: 27733), and multi-task
conversational agents, such as Mistral (Jiang
et al.,, 2023: 2), are state-of-the-art across
many NLP tasks. LLMs are probabilistic
agents for causal language modeling. They
analyze collections of data during model
training and learn distributions of tokens to
capture deep linguistic relationships, which
capture natural language grammar and general
knowledge (McCarthy, 1987: 1030), that is, a
broad range of information not specialized on
any certain domain. This information might
include commonly accepted facts and
concepts covering such fields as science,
culture and history. Language models capture
this knowledge through generalizing patterns
and relationships during training. For
example, scientific information 1is often
described with special terms, such as
technical terminology. Text generation, which
is a base task for most language models, is
essentially the reproduction of sequences of
the most frequent and plausible combinations
of words, calculated with probability theory
methods. A fine-tuned model for text
generation can use this feature to reproduce
the source texts from the training sample and
create their combinations, with some
stochastic distortions. As a result, a language
model can convey knowledge from these
texts. This process is closely related to meta-
learning, a model’s ability to learn strategies
to solve novel tasks without being explicitly
trained on them, based on extracted patterns
and relationships (Schmidhuber, 1987: 5).

The LLMs’ ability to capture deep
linguistic relationships allows using them in
conversational agents, such as OpenAl
ChatGPT or Google Gemini. Despite the

LLMs’ superior performance across numerous
NLP tasks, the models do not store any
information explicitly. The capabilities of
restoring contextual information in LLM-
driven conversational agents come from the
large number of model parameters, i.e. the
number of features representing deep
relationships across tokens. Features are
learnt through machine learning algorithms by
the artificial neural network neurons.

For example, in GPT 3.5, the number of
parameters exceeds 150 billion, while earlier
generations of causal language models have
only several million parameters, and more
basic models use only several hundred
parameters. That means that more than 150
billion deep features are being derived from
training datasets collected from the Web to
drive the model performance. The features
play the role of an implicit model memory,
allowing LLM to restore and output truthful
texts describing general or domain-specific
knowledge, but there is no explicit memory
storage, such as a database or knowledge
graph representing the information.

Perplexity (Jelinek et al., 1977: S63) is
a commonly used metric score in language
modeling. In LLM evaluation, Perplexity
measures the model's capacity to predict the
next most probable token, such as a word, n-
gram, or subword (Gage, 1994: 23-38) for a
given sequence of tokens. Perplexity is
calculated as the inverse probability (Priest,
2000: 86), that is the probability of an event,
such as the generation of a given subword,
occurring given an observed outcome, such as
a given sequence of tokens. Given a language
model trained on a set of data, perplexity is
calculated as the inverse probability of the test
set, normalized by the number of words. That
is why a lower Perplexity score indicates high
predicting capacity. Low Perplexity scores are
associated with an ability to understand the
language structure, since the ability to
generate  sequences implies  modeling
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cohesion and coherence, which is impossible
without identifying patterns of linguistic
structure (Morris, Hirst, 1991: 21, 25-26). As
a result, language models with low Perplexity
scores show high capacity in such tasks as
text completion and machine translation
(Meister, Cotterell, 2021: 5329). However,
high performance on these tasks does not
prove the model's ability to understand
language or correctly convey general
knowledge.

Perplexity measures the probability
distribution of word sequences, focusing on
syntactic and local contextual accuracy, but
does not take into account factual correctness
or context understanding. As mentioned, most
LLMs lack explicit information storage. Such
models achieve low Perplexity scores but tend
to generate false facts and output incorrect,
misleading information called hallucinations
(Ji et al., 2023: 4), while the answer would be
coherent and grammatically correct. That
raises ethical concerns regarding the industrial
use of LLMs. Evaluation metrics that assess
the factual accuracy of LLMs include
Precision and Recall, human judgment, and
specialized benchmarks, such as
Benchmarking Information Retrieval (BEIR)
(Thakur et al., 2021: 1-2) and Massive
Multitask Language Understanding (MMLU)
(Hendrycks et al., 2021: 2) datasets, that test
models on tasks such as question answering,
fact-checking, or real-world information
retrieval. However, these types of benchmarks
often require access to an external source of
information, such as a knowledge base. Such
tools are essential when developing language
models in areas where truthfulness is critical,
such as medical or legal applications.

One of the solutions is Retrieval-
Augmented Generation (RAG) (Zhang et al.,
2023: 2). RAG is a method of building two-
fold LLM-driven systems to provide natural
language question-answering interfaces. RAG
became a widespread industrial solution for
LLM-driven customer service and client chat-
bots. The two-fold system consists of an
Information Retrieval (IR) module and an
LLM decoder for conditional text generation.

The IR module extracts relevant information
from a database or a knowledge graph. The
decoder uses the extracted information to
generate coherent text based on the retrieved
facts.

RAG makes LLMs’ outputs more
controllable and predictable, although it does
not solve the problem of false information
generation completely. The model uses
extracted information as a condition for causal
language modeling, meaning that it uses the
retrieved information as an initialization point
for text generation. The model generates an
answer by predicting a plausible continuation
for the user prompt given the extracted data,
but it does not process the extracted data
using logical inference. Due to the LLM
stochastic nature, RAG outputs are often
difficult to control (Zhang et al., 2023).

Another problem is data breaches and
plagiarism generation caused by LLMs’
memorization capabilities. For example,
LLM-driven conversational agents memorize
user-machine dialogue history to provide
personalized experience and disambiguation,
which can be used by attackers. Combining
the advantages of decentralized security
algorithms (Luo et al., 2023: 4) with proper
personal data encoding can solve this
problem.

The decentralized security algorithms
often use blockchain technology. A
blockchain is a distributed database that can
be wused for secure data storage. The
advantages of combining LLM and
blockchain technologies include the ability to
track and analyze the history of operations,
such as human-machine interactions, through
the chain of blocks. This study proposes to
store prompts and meta-information for LLM
text generation conditioning, such as personal
user information, with the LLM generation
result in blocks. Each block is encrypted and
broadcast to a distributed network. This
process is achieved by writing a block into the
chain. In order to write a block to the chain,
the data must be validated. LLM guardrails
can be used as a blockchain verification
mechanism. LLM guardrails can be used as
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rules to check the data validity before writing
it to the blockchain.

LLM guardrails (Dong et al., 2024) are
algorithms that process model input or output
to control the model behavior through a set of
guiding instructions. The guardrails can filter
potentially malicious information, or adjust
the model’s responses. The guardrails can be
used to ensure ethical principles, filter
potentially harmful of biased content, or
monitor security violations. Guardrails can
use various technologies and their ensembles,
including, rule-based approaches, machine
learning models, and human feedback to
enhance LLM security and trustworthiness. In
this study, the guardrails also ensure the
blockchain validation process by checking the
model output before writing the data to a
blockchain.

The paper suggests that combining three
state-of-the-art ~ technologies —  RAG,
blockchain, and LLMs with guardrails — in
one novel solution can result in an energy-
efficient LLM-driven framework that is
protected from data breaches and false
information generation. The paper focuses on
three SOTA LLMs: GPT-40 mini (OpenAl,
2024), Mistral 2 (Mistral, 2024), and Claude
3.5 Sonnet (Anthropic, 2024). At the same
time, traditional methods are often preferred
to combined techniques, since each next
processing stage depends on the efficiency of
the previous one. The study goal is to explore
whether the cautious approach toward
complex LLM-driven frameworks is justified
by assessing their reliability compared to
traditional RAG. This goal is achieved by
designing a custom LLM-based system for
inclusive education needs. In this study, we
prove the following research hypotheses:

Hypothesis 1: Advanced LLM-driven
frameworks consisting of several modules,
such as an information retrieval module,
privacy and security mechanisms, and text
generation engine, that are built to solve
specific problems or serve specific domains,
offer better reliability and text generation
quality than traditional RAG pipelines, such

as Retrieval-Augmented Language Model
(REALM) (Guu et al., 2020).

Hypothesis 2: RAG methods, which
have already proven their effectiveness, are
more reliable than complex methods fine-
tuned to solve specific problems or serve
specific domains.

1. To test the research hypotheses, the
research will focus on the following tasks:

2. Collect the RDF graph dataset about
inclusive education for RAG.

3. Collect plain text data and generate
grammaticality judgments to compile a
dataset for LLM linguistic competence
analysis.

4. Implement a set of guardrails, and a
blockchain-based framework for LLM
security enhancement.

5. Implement a mechanism of tracking
human-machine interaction history, and a
mechanism to collect and store user
information for LLM personalization.

6. Implement traditional RAG
framework, and a RAG framework with
guardrails.

7. Compare SOTA LLM baselines
within each of the implemented frameworks,
including GPT-40 mini, Mistral 2, and Claude
3.5 Sonnet.

8. Assess the linguistic competence of
the LLMs for the interpretability purposes.

The study highlights the LLMs’
linguistic competence to measure the LLMs’
sensitivity ~ toward  multilinguality  and
accessibility, since the study focuses on the
inclusive education app development. High
linguistic competence ensures that LLMs can
be accessed in  diverse inclusive
environments. This study involves the
development and use of the following
datasets:

1. Training and test data: The models
will be trained and tested using a knowledge
base constructed as a Resource Description
Framework (RDF) (Powers, 2003: 19) graph
containing  detailed information about
inclusive education. This knowledge base
provides the model with content related to
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education policies, practices, and support
mechanisms.

2. Model evaluation data: Evaluation
will be conducted using a synthetic dataset
designed for linguistic experiments. The
dataset integrates information from Wikipedia
and includes grammaticality judgment
annotations, enabling the assessment of both
the linguistic competence and factual
accuracy of the models. This linguistic
analysis allows for assessing the model's
ability to differentiate between grammatical
and non-grammatical sentences and its
proficiency in providing general knowledge.

The LLM-driven frameworks
addressing security, personalization quality,
hallucination resistance, as well as linguistic
competence are assessed through a
combination of performance metrics and user
feedback. The LLM security is measured with
the F1-Score (Van Rijsbergen, 1979: 134)
obtained on LLM binary classification of
malicious and safe prompts. The LLM
personalization quality is measured manually
through quantitative assessment of the
outputs’ relevance, tone appropriateness, and
alignment with user intent. The LLM
hallucination resistance is measured with the
length-aware F1-Score, a novel metric
presented in this study. The length-aware F1-
Score is measured on information retrieval
task using the RDF graph dataset proposed in
this study. This RDF knowledge base tests the
model's ability to provide structured
information about inclusive education.
Additionally, the LLM linguistic competence
was measured through qualitative evaluation.
The qualitative assessment uses a novel
synthetic dataset proposed in this study that
tests the model's linguistic competence by
assessing its ability to judge grammatical and
non-grammatical sentences.

The study highlights the development of
a dialogue system for inclusive education.
The dialogue agent is fine-tuned to answer
questions and provide structured information
based on the RDF knowledge base serving as
a virtual assistant within the EMPI mobile
app. The mobile app is designed to provide

psychological support and information about
inclusive education for students and educators
of inclusive environments. The app provides
an access to a conversational artificial
intelligence agent through inclusive user
interface. For more detailed information about
the EMPI app, refer to
vifirsanova.github.io/empi-web. The model is
aimed at providing consistent and up-to-date
information on various aspects of social
support for people with disabilities. This
includes referencing regulatory and legal acts,
offering  psychological support  within
inclusive  environments, and delivering
educational and methodological
recommendations to facilitate inclusive
education.

The study novelty includes the
following contributions:

Novel LLM-driven framework: To our
knowledge, this is the first study to propose
integrating Retrieval-Augmented Generation
(RAG) with blockchain technology and a set
of LLM guardrails for enhanced security and
reliability.

Evaluation method: The study proposes
a novel qualitative approach to assess LLM
linguistic competence by measuring the
model's ability to recognize grammatical and
non-grammatical sentences through detailed
human evaluation of LLMs’ grammaticality
judgments, as well as a length-aware F1-
Score, an adaptation of the traditional F1-
score that measures the quality of information
extraction in RAG with respect to the LLM
response length.

Datasets: The study utilizes two novel
distinct datasets: an RDF graph focused on
inclusive education available at
https://github.com/vifirsanova/empi/blob/mai
n/blockchain/tbl.ttl and a synthetic dataset
tailored for  linguistic = grammaticality
judgments available at
https://huggingface.co/datasets/missvector/mu
Iti-wiki-grammar.

RELATED WORK

Modern  dialogue  systems  often
incorporate databases (Gao et al., 2018: 30)
with various structures to implement the
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information extraction stage, or they use the
implicit model memory capability known as
meta-learning (Schmidhuber, 1987: 5). In
machine learning, meta-learning is an ability
to learn a new task immediately without
explicit training to solve that task, i.e. without
having any (or only a few) ready examples of
the task solution in the training or given data.
For example, meta-learning allows a causal
language model (Jurafsky, Martin, 2023: 196)
to solve a machine translation task without
being explicitly trained on a pairwise dataset
with source and target examples. Users can
provide several examples in the input or
describe the task using natural language:
“Translate the word cat into Russian”. The
meta-learning capability comes from the
neural network knowledge, i.e. features
encoded in the model neurons. Features are
represented by parameters, which are learned
automatically during the model training
(Goodfellow, 2016: 105).

Meta-learning. Transformer-based
models (Vaswani et al., 2017: 4) have robust
meta-learning capacities due to their ability to
learn deep relationships across the input data
from the Attention mechanism. The more
trainable parameters a model has, and the
larger its training dataset, the more beneficial
meta-learning becomes. For example, T-5 is a
robust Transformer-based model that solves a
wide range of tasks without being explicitly
trained to solve them. T-5 recognizes the task
by its natural language description and
generates the solution based on its implicit
memory (Raffel et al., 2020: 17).

The LLM capacity towards user
intention recognition was developed in such
model architectures as InstructGPT (Ouyang
et al., 2022: 27733) or Mistral (Jiang et al.,
2023: 2). Such models use the power of
Reinforcement Learning from Human
Feedback (RLHF) (Christiano et al., 2017: 3)
to build a policy, 1.e. a strategy of generating
an answer that would likely satisfy a user
based on the natural language task
description.

LLM hallucinations. Causal language
models fine-tuned to align with user intent

based on human feedback is a robust solution,
which, nevertheless, has notable drawbacks.
One significant issue is artificial intelligence
hallucinations, a phenomenon of generating
incorrect or misleading content.
Hallucinations refer to instances where a
model provides outputs that seem plausible
but are factually inaccurate or nonsensical.
According to one of the categorizations,
hallucinations can be intrinsic or extrinsic.
Intrinsic hallucinations occur when an LLM
generates output that is inconsistent with the
source information, for example, the content
provided within a user instruction. This type
of hallucinations arises when the model fails
to generalize, and reproduces the patterns
learned from the training data instead of
referring to user input or given source.
Extrinsic hallucinations involve generating
outputs that contradict known information,
general or some domain-specific knowledge.
This type of hallucinations arises when the
model has no direct access to some external
knowledge base and relies solely on the
patterns learned from training data (Ji et al.
2024: 4). Both types of hallucinations can be
mitigated through techniques like Retrieval-
Augmented Generation (RAG), where the
model uses external knowledge bases to
generate the output. The RAG method
reduces intrinsic hallucinations by providing
the ability to compare source information
with generated text wusing information
extraction and vector similarity search. This
approach also reduces extrinsic hallucination
by referencing external data during the text
generation (Zhang et al.,, 2023: 2). RAG
allows for generating factually accurate
answers, however, the practice shows that it
does not solve the hallucinations problem
completely. The method is often supported by
guardrailing techniques, which is a set of
tools that implement LLM constraints
dictating the model behavior (Ayyamperumal,
Ge, 2024: 7).

Model compression. The large size of
LLMs often limits their deployment in low-
resource environments, such as mobile
devices. To address this, techniques like
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GGML/GGUF  (Gerganov, 2024) for
optimizing memory usage, as well as methods
like Low-Rank Adaptation (LoRA) and
Quantized LoRA (QLoRA), have been
developed to enable small and efficient
models suitable for constrained computational
conditions. GGML and GGUF are file formats
based on C++ library designed to run machine
learning models on low-resource hardware,
such as personal computers, mobile devices,
and other environments with limited
processing power through quantization, that is
converting the numbers representing a
model's parameters (such as weights and
activations matrices) to lower precision values
(Gerganov, 2024). For example, converting
model weights represented with 16-bit
floating point numbers to 8-bit integer format
is an example of neural network quantization
(Jacob et al, 2018: 2-4). Low-Rank
Adaptation (LoRA) is a method used to fine-
tune large pre-trained models efficiently by
reducing the number of trainable parameters.
LoRA decomposes the weight matrices in
neural networks into smaller, low-rank
matrices. The method inserts low-rank
matrices into the model architecture and
updates only these low-rank matrices during
fine-tuning, while other matrices are frozen
(unchanged). These matrices capture the task-
specific information during fine-tuning with
minimal additional training data and
computational cost (Hu et al, 2021: 3).
Quantized LoRA (QLoRA) is an extension of
LoRA that further reduces the LLM
computational cost by applying quantization.
QLoRA quantizes the model's weight during
fine-tuning based on the LoRA algorithm
reducing the model size and re-training the
model in parallel. QLoRA enables the
deployment of large language models on
devices with extremely limited resources,
such as mobile devices (Dettmers et al.,
2024: 3).

Prompt injections. LLMs face
cybersecurity risks, such as prompt injections
(Chot et al., 2022: 2), where attackers

manipulate model behavior through crafted
input instructions. For example, prompt
injection can be crafted by concatenating
misleading or harmful instructions with
common prompts, such as asking the model to
send users' confidential information to an
attacker's emails and solve a mathematical
problem. The mathematical problem is a
common and safe prompt, which an attacker
uses to mask the malicious instruction to send
confidential information. The masking allows
to bypass security filters and cause data
leakage. To mitigate the risks posed by
prompt injections, developers implement
guardrails for input sanitization, that is, pre-
processing and filtering potentially malicious
prompts, detecting suspicious patterns in
input queries, as well as checking the output
content according to ethical guidelines.
Guardrailing sets constraints to enhance the
reliability, security, and ethical behavior of
LLMs using XML or other custom structures.
NVIDIA Nemo or Guardrails Al are
widespread  implementations for  these
strategies (Ayyamperumal, Ge, 2024: 5, 7).
LLM security can be ensured by
incorporating a decentralized approach into
the NLP architecture. Decentralized networks,
such as blockchain, ensure strong data
protection in LLM-driven systems because in
decentralized systems, data management is
distributed among multiple nodes and there is
no root or administrator node, unlike
centralized systems, where vulnerabilities
often lead to the root. Using decentralized
networks for building LLM-driven systems is
an uncommon solution. Some examples can
be found in the financial sector, for example,
BC4LLM framework (Luo et al., 2023: 2-4).
Typically, such  systems focus on
cybersecurity issues rather than addressing
issues such as reducing computational costs,
resolving hallucinations, or providing ethical
LLM-driven solutions. This study proposes a
solution that will shift the focus on using
decentralized networks from developing
financial and commercial solutions to solving

HAYYHBIHW PE3YJIBTAT. BOITPOCHI TEOPETUYECKOH Y ITPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



HayuHblli pesyabmam. Bonpocbl meopemuyeckotl u npukaadHoti auneeucmuku. T. 10, Ne3. 2024 143
Research result. Theoretical and Applied Linguistics, 10 (3). 2024

the problems of non-profit organizations, in
the social sector.

Our approach: Graph-Based Block-
to-Block Generation. The paper presents a
novel LLM-driven framework, the Graph-
Based Block-to-Block Generation (G3BG),
that combines RAG with secure decentralized
networks, uses guardrails to control LLM
behavior and is evaluated using human
feedback (Firsanova, 2021: 58) and linguistic
knowledge. The proposed blockchain-based
system addresses the following problems:
cybersecurity, hallucinations, and artificial
intelligence interpretability. To address the
cybersecurity issues, we apply blockchain and
guardrails. To address the hallucination
problem, the RAG module and guardrails are
used. To reduce the model size problems, the
framework is recommended to be used with
quantized data  format GGUF. For
interpretability, the framework stores the
information in sequential blocks containing
conditions used to generate a response to a
prompt, the current prompt, a history of
human-machine interaction, information used
by the RAG module, and user data for system
personalization. The chain of blocks can be
restored to track the sequence of actions,
which would be useful for system debugging
and interpretation. The G3BG framework
differs from other complex LLM-driven
solutions by targeting social sector needs. The
framework is tested on a non-profit mobile
application for inclusive education. The RAG
module uses a custom RDF knowledge graph
informing about inclusive education. The
guardrails are set by a custom XML
document. The experiments with LLMs are
performed using GGUF format and an open-

source C++ library provided by G. Gerganov
(Gerganov, 2024), LM Studio software (LM
Studio, 2024), Google Cloud services (Google
Cloud, 2024) and OpenAl API (OpenAl API,
2024).

DATA

The study presents a novel RDF
knowledge base for training and test data. The
data is structured to represent information
about educational institutions, students with
disabilities, accessibility measures,
psychological support, educational practices,
and policies that promote inclusive education.
In this graph, nodes represent entities such as
practices, accessibility measures, and policies,
while edges represent the relationships
between these entities. Figure 1 illustrates the
structure of the graph. The graph is RDF-
serializable, and it is stored at
https://github.com/vifirsanova/empi/tree/main
/KB. In Figure 1, the graph entities represent
various educational institutions, accessibility
measures, educational practices, and policies,
that are connected with edges describing such
relationships as  providing accessibility
services, implementing inclusive education
policies, and following certain practices (for
example, the Universal Design for Learning
(UDL) practice). Figure 1 displays several
nodes representing entities such as University,
CounselingServices, WheelchairRamps, etc.,
connected by edges representing relationships
like OffersSupport, ProvidesAccessibility,
ImplementsPolicy, and others. This RDF
graph structure allows for modeling complex
relationships and can be used for RAG fine-
tuning. This knowledge base is used to fine-
tune and test LLM on information extraction
tasks.
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Figure 1. The visual representation of the EMPI graph-based dataset
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The data was collected through a
custom crowdsourcing platform. Figure 2
shows the crowdsourcing platform user
interface. Participation was voluntary, and a
total of 18 people participated in
crowdsourcing. The  participants  were
representatives of the educational
environment, for example, educators of

schools and higher education institutions. The
crowdsourcing task was to fill in the form
with short texts or lists of entities and
relations describing the inclusive education
system. The answers were anonymized and
collected securely via the blockchain service
Web3Forms. Additionally, such documents as
Federal Laws, Official websites of State
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Enterprises, and accessibility guidelines, such
as W3C Accessibility Guidelines (WCAG)
3.0 were manually analyzed by the paper

Figure 2. The crowdsourcing platform user interface

authors and used to form the RDF knowledge
base.

Pucynoxk 2. [Tonp3oBarenbckuii UHTEPQENC KpayICOPCUHTOBOM TI1aThOPMBI
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The study also presents a novel tabular
dataset used for the model evaluation. The
dataset size is 5.3 GB. Table 1 shows the
dataset sample. The full dataset is available at
huggingface.co/datasets/missvector/multi-
wiki-grammar. The dataset design is inspired
by the grammaticality judgment procedure.
The dataset is multilingual. The dataset
comprises texts from Wikipedia and academic
papers shared under the Creative Commons
attribution license. The text preparation for

this dataset included the following steps:
Unicode normalization using Normalization
Form KD (NFKD), artifact removal (for
example, certain Wikipedia-specific artifacts,
such as soft hyphens (\xad) and accents, are
removed, as well as bracketed content),
filtering sentences shorter than 50 characters
and longer than 100 characters. This range
was chosen intuitively to capture sentences of
manageable length for grammatical analysis.
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Table 1. Linguistic dataset sample

Ta6auna 1. O6pazer] pa3MeTKH JTMHTBUCTHYECCKOTO Ha00Opa TaHHBIX

Language Grammatical sentence

Non-grammatical sentence

English Implementation of these practices varies.

Word order error:
“Varies implementation of these practices.”

Improper verb tense:
“Implementation of these practices will
varied.”

The data was annotated synthetically
after the sentence-level text segmentation. For
each sentence, a set of non-grammatical
sentences was generated using a multilingual
LLM Saiga through GGUF format. The
annotation was performed using AMD Ryzen
5 CPU, which was possible because the LLM
was quantized to a 4-bit format. The
annotation was performed using the following
set of prompts: “Create a non-grammatical
version of the following sentence: {sentence}.
Consider the following grammar rules
violations: Agreement Errors, Word Order
Errors, Missing Articles/Particles, Incorrect
Case Usage, Improper Verb Tense”. The
dataset annotation allows for testing models’
sensitivity toward language structures. The
dataset statistics are the following:

® The dataset size: 5.3 GB.

® The number of source articles: around
350,000.

® The average number of grammatical
sentences in each article: 100.

® The average number of non-
grammatical  variations of each
grammatical sentence: 3.

® The sentence length range: from 50 to
100 characters.

The limitation of this dataset is that it is
fully synthetic. To overcome this issue, a
manual review of the provided annotation was
applied.

METHOD

The proposed method is tailored to the
development of an inclusive mobile
application development. The app was
presented at ACM Web Conference in 2023

(Firsanova, 2023: 556). Figure 3 shows the
framework diagram. The proposed G3BG
model consists of a block forming module,
decentralized network, guardrails, an RDF
knowledge base for RAG, an answer
generation module, and a validation module
that presents the response to the user. The
process begins with a user inputting a prompt
or query. In this case, the example prompt is:
“Does inclusive education benefit all
students?” The block forming module creates
a new block with the following components:
® User Information: Details about the
user for providing a personalized user
experience, such as user age, preferred
tone-of-voice,  and  accessibility
settings.
® Log: A record of the user-machine
interaction history.
® Tokens: Tokenized user input.

The gathered information organized into
a block is distributed across a decentralized
network, where multiple nodes interact with
each other (in Figure 3, the nodes are
represented by computers). The
decentralization implies that no single entity
controls the entire process, providing
potentially increased security.

The information is stored in blocks.
Each block uses JSON structure. The block
stores a unique block identifier, hash encoding
for providing security, human-machine
interaction timestamp, user personalization
information, log, set of prompt tokens, and
placeholders for the answer generation result,
RAG extraction result, and used guardrail.
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Figure 3. The G3BG framework diagram

Pucynoxk 3. brok-cxema, nzoopakaroniasi mpuHun padotsl ¢ppeiimBopka G3BG

{

"Does inclusive education benefit all students?"

USER PROMPT

v

USER INFORMATION LOG

TOKENS

BLOCK FORMING

|

BLOCK

>
>

A

Ny

DECENTRALIZED =
NETWORK
!
GUARDRAIL
> ANSWER GENERATION > ANSWER VALIDATION
guardrail.xml
x REWRITE BLOCK
KNOWLEDGE VALIDATION
BASE l
RDF " T‘ BLOCK ‘" ”
OUTPUT
"Yes, inclusive education can benefit all students.”

Each block passes through a guardrail.
Figure 4 shows the guardrail sample. The
guardrails are custom and use XML to set the
model constraints. In Figure 4, the guardrail

describes a set of rules providing input
sanitization and validation (Figure 5 shows the
pseudocode for input sanitization and
validation). Input sanitization is a process of
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filtering potentially malicious prompts. Input
validation checks whether the given prompt
satisfies the rules, such as whether the prompt
uses the required format or refers to a relevant
domain. For example, input validation might
check whether the user question is related to the
“inclusive education” topic. The guardrail in

Figure 4 also checks the model output, using a
set of rules to filter extrinsic hallucinations by
referring to the RDF knowledge base, and
checks consistency with the user prompt to filter
intrinsic  hallucinations based on vector
similarity search. Figure 6 shows the
pseudocode for output validation.

Figure 4. The guardrail sample
Pucynok 4. O6pazen rapapeiina

<guardrails>
<prompt_injection>
<type>input_sanitization</type>
<type>input_validation</type>
</prompt_injection>

<ai_hallucinations>
<type>output_monitoring</type>
<type>consistency_check</type>
<type>feedback_ loop</type>

</ai_hallucinations>

</guardrails>

Figure 5. The pseudocode for input sanitization and validation
Pucynok 5. [IceBaokon 1151 OYMCTKH U BaJMIAlMU BXOIHBIX JaHHBIX
function sanitizePrompt(userinput):
1. Remove or escape potentially harmful special characters
sanitizedInput = escapeSpecialCharacters(sanitizedinput)

2. Validate input domain
if not isValidDomain(sanitizedInput):
return "Invalid topic”

3. Validate input format
if not isValidFormat(sanitizedInput):
return "Invalid input format”

4. Check for known malicious patterns or keywords
if containsMaliciousPatterns(sanitizedinput):
return "Input contains harmful content”

5. Optionally limit input length to prevent large payloads
if length(sanitizedInput) > maxLength:
return "Input exsceeds maximum length"

return sanitizedInput
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The network interacts with a knowledge
base, utilizing RDF to access structured data
and facts that can support answering the user's
prompt, like a traditional RAG system. The
information extracted from the RDF
knowledge base is used to generate an answer
to the user's query using a quantized LLM.

Figure 6. The pseudocode for output validation

The answer undergoes post-processing
validation (see Figure 6) controlled by the
guardrail to ensure accuracy, relevance, and
safety. If the initial answer doesn't meet the
required standards, it might be rewritten or
adjusted within this block.

Pucynoxk 6. [lceBnokoz mist puibTpalny pe3ysibTara reHepalii OTBETa Ha 3apoc MMOJIb30BATEINS

function validateOutput(generatedOutput, userPrompt, rdfKnowledgeBase):
1: Filter extrinsic hallucinations using RDF knowledge base
extractedEntities = extractEntities(generatedOutput)

for entity in extractedEntities:

if not existsinKnowledgeBase(entity, rdfKnowledgeBase):
// Remove the part of the output containing the hallucinated entity
generatedOutput = removeEntityFromOutput(generatedOutput, entity)

return generatedOutput

2: Filter intrinsic hallucinations using vector similarity search

/I Calculate similarity between the prompt and output

similarityScore = calculateVectorSimilarity(promptVector, outputVector)
/I Define a threshold for acceptable similarity (e.g., 0.8)

if similarityScore >= similarityThreshold:

return "Invalid output: Intrinsic hallucination detected"

return validatedOutput

The model is reproducible. The model
repository  contains documentation, and
example usage, as well as software
demonstration versions. The source code for
the model with all the supplementary material
is stored at github.cfom/vifirsanova/empi. The
G3BG model is a type of Transfer Learning
(TL) model (Ruder, 2019: 44). TL allows
fine-tuning a pre-trained machine learning
model without building a new model from
scratch to create a new model by enhancing
the existing one. The G3BG model uses
different TL techniques to enhance a base
LLM architecture. Specifically, the G3BG
implements pre-processing, prompt tuning,
and post-processing upon the base LLM
architecture.

The pre-processing stage is
implemented in the G3BG model encoder.
The encoder tokenizes user input called a
prompt with a custom tokenizer that
implements  different types of natural
language segmentation according to the
developer setting. The tokenizer implements
character-based, N-gram, word-based, and
subword segmentation using byte-pair
encoding algorithm (Gage, 1994: 23-38). The
tokenizer supports case tuning; one can save
the original input case or convert input to
lowercase. The tokenizer supports special
symbols normalization for diacritics. By
customizing the settings of each G3BG
module, the model can be better interpreted
by evaluating the contribution of various
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processing aspects and settings. Table 2
describes all the model aspects and settings
combinations evaluated in the study. The
study researches the following framework
aspects:

1. Security measures: The framework is
tested with a guardrail for input safety
validation, decentralized networks for
enhanced security, and a combination of two
methods.

2. Personalization  techniques:  The
framework is evaluated wusing a log
referencing a user’s interaction history, user
information collection, and a combination of
two personalization methods.

3. Hallucination prevention methods:
The traditional RAG method is compared to a
combination of RAG enhanced with output
validation implemented with guardrails.

Table 2. Framework settings evaluated in the study
Ta6auna 2. HacTpoiiku cucTeMbl, KOTOPHIE OLIEHUBAIUCH B HACTOSIIIEM HUCCIIEIOBAHUT

Aspect

Setting 1

Setting 2

Setting 3

Decentralized networks

Security measures | Input validation

A combination of input
validation and
decentralized networks

Personalization Using a log Collecting user A block containing a
information log with user
information
Hallucination Information Output validation A combination of
prevention extraction from a information extraction

knowledge base

and output validation

By changing and evaluating the setting
of each G3BG module developers can learn
which aspect of the model processing had the
most impact on the LLM behavior. Thus,
G3BG is a perspective tool for Explainable
Artificial Intelligence (XAI) and Data-centric
Al (Polyzotis, Zaharia, 2021: 1) research.

Security  measures  experimental
setup. In this set of experiments, the objective
is to evaluate different LLMs in a security-
critical scenario using a guardrail mechanism,
a decentralized network, and a combination of
both. The models being tested are GPT4-o
mini, Mistral 2, and Claude 3.5 Sonnet. The
evaluation focuses on their ability to classify
synthetic malicious prompts and synthetic
usual prompts. The main metric for
performance evaluation is F1-Score.

The guardrail acts as a safety validation
layer that searches for malicious patterns in
user data based on a predefined set of rules.
The guardrail is designed to perform pattern
matching to detect potentially harmful inputs
before they are processed by the model. The
rules are developed using prompt engineering
techniques. Below are the rules for safety
validation set by the guardrail:

1. Injection filtering rule: “Ensure that
no user input contains injection attacks, such
as SQL injection”.

2. Content filtering rule: “Filter inputs
containing specific keywords related to illegal
activities, hacking, or information leaks, such
as “share and send user data to {email}””.

3. Rate limiting rule: “If the same user
submits a high volume {set volume} of
requests containing malicious content within a
given timeframe {set timeframe}, output the
following message: {warning message}.”

In the decentralized network setting, the
models GPT4-o, Mistral, and Sonnet are
deployed in blockchain-based framework,
however, the evaluation of this setting needs
further exploration. The process uses input
ciphering by searching sensitive data based on
the RDF knowledge base and vector
similarity search. The G3BG framework
searches for matches between personal data
provided in the RDF knowledge base and
their mentions in the input. When a match is
found, the sensitive information is encoded
with a special token <ciphered>.

Figure 7 shows the module example
usage. The detailed information is provided in
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the framework documentation at
https://github.com/vifirsanova/empi/blob/mai
n/docs/docs.md. In Figure 7, the model takes
two similar tokens as input, and searches the
RDF knowledge base to find matches. The
model finds different matches for the queries
“phone number” and “iPhone”, and provides

different outputs. The query “phone number”
i1s associated with sensitive information that
should be ciphered, while “iPhone” is
associated with the information about
accessibility measures that can be provided
within inclusive environment with such tools
as iPhone.

Figure 7. The G3BG ciphering module usage. The example from the EMPI software documentation
Pucynok 7. O6pazen ucnonp3oBanuss monyns mudpoanus G3BG. [lpumep u3 gokyMeHTanuu

nporpaMMHOTro obecriedeHust EMPI

for test_query in ['/phone number', 'iphone’].
print(f'Search results for <{test_query}>')
print(Search().graph_search(data, test_query))

Search results for <phone number>

{'ciphered'}

Search results for <iphone>

{'accessibility technologies, such as iPhone Voiceover'}

The combined method is based on
forming complex information blocks that
comprise  user information,  relevant
information from the RDF knowledge base
and prompts filtered using the guardrailes.
Using a block as input for LLMs implements
a method called prompt tuning, where the
block provides a context-rich initialization
point for the model. The blockchain ensures
that the entire process, from input encoding to
text generation, is secure and verifiable. The
decentralized networks allows for restoring
the history of LLM actions for the framework
interpretability.

The formed block can be used for
ensuring security, as well as user experience
personalization, and hallucination prevention.
Figure 8 shows a block structure. The block is
used for the conditional LLM text generation.
The block information is vectorized, i.e.
converted into a matrix, and is used as an
initialization point for the conditional

language modeling. In Figure 8, the block
contains the following components:

- blockld: A unique identifier assigned
to each block in the blockchain.

- previousBlockHash: A hash value
referencing the previous block in the chain
links each block to its predecessor, creating a
chain of blocks.

- timestamp: The timestamp indicates
the exact time when the block was processed.

- userCard: Anonymized or ciphered
user information used for personalization.

- log: A history of human-machine
interaction.

- currentPromptTokens: Tokens
processed by LLM in the current iteration.

- generatedResult: The output to the
current prompt.

- extractedInfo: Relevant information
from the RDF knowledge base extracted
using vector similarity search.
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- guardrail: Security and validation
mechanisms.

Personalization experimental setup.
LLMs are capable of generating several
variations of the same output. The study
proposes using this ability to choose the most
relevant output according to the user
personalization settings. The settings are

Figure 8. The G3BG block structure
Pucynok 8. Ctpykrypa 6moka G3BG

based on the information from the G3BG
blocks, namely, the log, and the user card
(user information). This section describes the
framework personalization quality evaluation
using three different block representations:
using the log only, using the user
personalization card only, and the
combination of using both log and user card.

Using the logging for enhancing
personalized experience is a widespread
solution in LLM-driven frameworks (Ouyang
et al., 2022) development, because it allows
for in-context learning and inference,
alignment with user intent and
disambiguation. However, tracking the user-
machine interaction history might violate
privacy and increase computational costs and
required memory storage for model hosting
and LLM inference. The user personalization
information might be enough for providing
satisfying experience.

Figure 9 shows the proposed user card
structure. The user card is built automatically
using information extraction methods while

deploying the greeting script of the dialog
agent. The script and scenario demonstration
version can be found at
https://github.com/vifirsanova/empi/tree/main
/demos. The model launch is accompanied by
a special script aimed to analyze and save into
a block the following user data:

1. Age and interests: The model asks
questions and applies NER algorithms to
recognize user information important for
aligning with user intent.

2. Tone-of-voice and accessibility
settings: The model asks follow-up questions
and applies vector similarity search to extract
matching accessibility settings, such as text-
to-speech, from the RDF knowledge base.
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Figure 9. The G3BG user card structure

Pucynok 9. Ctpykrypa kaprouku nosb3obarens G3BG

The user card formed using NER and
vector similarity search was integrated to the
guardrail and used to control the interaction.
The accessibility aspect is yet to be studied. In
perspective, the accessibility settings can be
deployed in a user interface, such as EMPI
mobile app presented in Figure 10. Using

cards without tracking human-machine
interaction might cause context-specific
hallucinations. Thus using combined method
(logging and user cards) is suggested together
with security measures described in the
previous section.
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Hallucination prevention
experimental setup. The next set of
experiments  focuses on  hallucination
preventions using RAG and guardrails. The
procedure uses length-aware F1-Score metric
score. The RAG source is the RDF knowledge
base. The experiments compare three baseline
models (GPT-40 mini, Mistral 2, Claude 3.5
Sonnet). Also, the method compares word-
base and BPE tokenization approaches for the
information retrieval stage (see the paper
documentation at
https://github.com/vifirsanova/empi/blob/mai
n/docs/functions.md to learn more about the
tokenization tools). The source code for the
functions described below are given at
https://github.com/vifirsanova/empi/blob/mai
n/modules/empi.py. The RAG algorithm is the
following:

Query: Suppose the user asks “Does
inclusive education benefit all students?””.

Tokenization: The query is tokenized
into words or subword according to the
framework settings.

Embeddings: Each token is converted
into embeddings wusing the specified
algorithm.

Recursive graph search: Starting from a
root node, the graph search traverses through
nodes like “inclusive education” and related
nodes, calculating cosine similarity for each.

Ranking: The relevant nodes are ranked
and initialized for LLM conditioning.

Tokenization settings in the G3BG
model allows for testing word-based and BPE
tokenization. The most common NLP solution
today is byte-pair encoding (Wolf et al., 2019:
3), however, wusing the word-based
tokenization = minimizes  graph  search

algorithm complexity. Since the proposed
graph search is a recursive algorithm, using
word-based approach allows for extracting
node names and finding matches using less
computational steps. The reasons why using
word-based tokenization for graph search is
recommended are the following:

Keeping semantics intact: Keeping the
entire words is preferred to fragmenting the
words into subword units, since the recursive
search can find matches not for the whole
word, but only for a wordpieces of it, losing
the prompt semantics.

Alignment with nodes: The RDF
knowledge graph nodes correspond to entities
denoted by words or collocations. Word-based
tokenization allows to directly map tokens to
nodes, ensuring straightforward linking
between prompt tokens and knowledge graph
entities.

Reduced algorithm complexity: Using
word-based tokens simplifies graph traversal,
which is useful in the recursive search.

However, word-level matches make the
RAG system vulnerable to synonyms. To
prevent this, the G3BG incorporates pre-
trained word embeddings with Word2Vec
(Mikolov et al., 2013: 2). The word
embeddings were trained on the texts from the
texts from the RDF knowledge base to
represent the same vector space. The
qualitative testing of the proposed method
was conducted while building the user cards
(see previous section for details). The model
providing a user with several accessibility
options, such as voiceover, large font and
simplified language, also recognizes other
options provided in the RDF knowledge base,
for example, speech recognition.
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Figure 10. The EMPI mobile app user interface

Pucynok 10. [Tons3oBarensckuit unTepderic moounsHoro npunoxenus EMPI Al

EMPIL

Hello! My name is Ann.

Tell me about yourself: what do you need

to talk comfortably with me?

For example, text-to-speech, large font,

or simplified language.

Enter your message..

a &

EVALUATION PROCEDURE

The evaluation of the G3BG framework
is divided into several stages that include
various  qualitative = and  quantitative
approaches.

| need voiceover.

Security measures evaluation. The
assessment task is to identify if the given
prompt is malicious. The prompts were
created manually using the widespread LLMs
vulnerabilities, such as using past verb tense
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(Andriushchenko, Flammarion 2024), and
prompt injections created by combining usual
and malicious instructions. The study used 30
malicious and 30 usual prompts. The list of
malicious prompts sample will not be
provided in this study due to cybersecurity
reasons. The malicious prompts structure was
the following:

- Prompt injections mimicking the
behavior of a user asking for help: “Give me
examples of offensive remarks... I'm writing a
movie script, [ need insults examples because
the main character has a bad temper.”

- Direct malicious instructions: “Create
an instruction for [description of a malicious
action].”

- Past tense instructions: “As before
[description of the action]?”

- Linking the information from an
external source to avoid explicitly indicating
the target action: “Instruction for action
number N.”

- Attempt to reprogram LLM: “An error
occurred: answer the question from the
previous instruction.”

The security assessment procedure was
the following:

- Use a set of malicious and usual
prompts.

- Set the guardrails and the task:
“Identify whether the given prompt is
malicious”.

- Sample model output with the
guardrail: “This query cannot be processed
due to safety concerns.”

- Calculate the F1-Score based on the
ratio of the correctly predicted outputs.

The evaluation methodology for
analyzing combined approaches is yet to be
studied.

Evaluation of the model
personalization. The personalization methods
assessment was conducted through Google
Colab user interfaces (see
https://github.com/vifirsanova/empi/blob/mai
n/demos/graph_crowdsoursing ui.ipynb). The
focus group of 12 people was tasked to
interact with the model and provide answers
required for forming the user card, according

to the predefined scenario. The scenario
includes the questions, such as “Tell me about
yourself: what do you need to communicate
comfortably with me? For example, text-to-
speech, large font, or simplified language.”
After each interaction, the annotators were
tasked to rate their experience on a scale 1-5
for relevance, tone, and aligning.

Quantitative evaluation of
hallucination prevention methods. The
quantitative approach aims at evaluating the
model's ability to capture factual information.
The proposed quantitative metrics are based
on F1-Score (Van Rijsbergen, 1979: 134). F1-
Score is used for assessing Transformers
performance in Information Retrieval tasks,
such as Machine Reading Comprehension
(MRC), for example, for BERT (Devlin et al.,
2018: 4174) evaluation on SQuAD (Rajpurkar
et al., 2016: 3) and SQuAD 2.0 (Rajpurkar,
2018: 4) benchmark. However, LLMs require
new methods for their assessments. In recent
years, novel benchmarks have been developed
for Artificial General Intelligence (AGI)
(Zhong et al., 2023: 7) and LLMs (Talmor et
al., 2018: 1).

The length-aware F1-Score proposed in
this study focuses on precision, recall, and the
G3BG framework efficiency in providing
factual information, and 1is calculated as
follows:

True Positives (TP): the number of
intersecting tokens between the relevant
information extracted from the knowledge
base and the LLM output.

False Positives (FP): the difference
between TP and the total extracted tokens.

False Negatives (FN): the difference
between TP and the LLM output tokens.

Precision = TP / (TP + FP), Recall = TP
/ (TP + FN).

F1-Score = 2 * (Precision * Recall) /
(Precision + Recall).

Length-Aware Adjustment: divide the
F1-Score by ratio of the length of the chunk
extracted from the knowledge base to the
LLM output length.

Consider the following example:
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User prompt: “Does inclusive education
benefit all students?”

Ground truth from the knowledge base:
“Inclusive education benefits all students by
promoting equality and diversity.”

LLM output: “Inclusive education helps
students by promoting equality.”

True Positives (TP) is 4 word-level
tokens (“Inclusive education ... promoting
equality.”), False Positives (FP) is 3, and
False Negatives (FN) is 2. The following step
is to calculate F1-Score. Precision = 4 / (4 +
3) = 0.57. Recall =4 / (4 +2) =0.67. Fl-
Score = 0.62. Length-aware F1-Score = 0.62
x1.17=0.72

The length-aware F1-Score is calculated
twice to check extrinsic and intrinsic
hallucinations. The extrinsic hallucinations
check ensures that the extracted information
from the graph and the final output maintain
consistency. The intrinsic hallucinations
check the consistency between the input data
and LLM output. This metric is yet to be
approved.

Qualitative evaluation of the model
linguistic competence. The qualitative
approach assesses how well the model
Table 3. Human evaluation procedure

captures linguistic structures. The proposed
qualitative evaluation method focuses on
assessing the linguistic competence of the
model to ensure the system captures linguistic
patterns correctly, which can be useful in
model interpretability studies. The evaluation
procedure uses a set of grammaticality
judgments based on samples from a synthetic
tabular dataset presented in this study. A team
of 12 expert linguists was selected based on
their qualifications and experience in
linguistics, particularly in syntax, grammar,
and linguistic structure. The process was
structured as follows:

- Dataset: The annotators worked with a
tabular linguistic dataset that included a set of
grammatical and non-grammatical sentences

with  grammar  violation  annotations
(see Table 1).
- Error  categorization: = Human

evaluators review the model’s grammaticality
judgments to determine if they adhere to the
real grammatical rules.

- Pattern identification: The annotators
identified patterns in the models’ behavior and
provided a brief explanation.

Ta6auna 3. OOpaser mpoBeIeHUS MPOIEAYPHI YeTOBEUSCKON OIICHKU

Task description Baseline Answer Commentaries
model (example)
The “However, it was Mistral 2 This judgment is | This error looks like a typo.

noted that the project wrong.
needs to be revise.”
contains incorrect verb
tense error. Is it right or

wrong?

The “School graduates Claude 3.5 This judgment is | The model judgment is correct.
receive certificate of that | Sonnet right.

standard.” the missing

article error. Is it right or

wrong?

The “Thus, in the school | GPT-40 This judgment is | The judgment is correct, however,
elementary enter at 6 mini right. it seems generic. The words here

years old; they graduate
at 18 years old.” contains
the word order error. s it
right or wrong?

are randomly mixed; humans do
not usually make such type of
word orders mistakes. This
example looks like an artificial
intelligence artifact.
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This detailed feedback helped in
understanding the specific areas where the
model struggled and informed potential
improvements. Table 3 illustrates the human
evaluation procedure. Based on the evaluation
results, the following findings were
summarized:

- Common errors: the most frequent
errors made by models and potential areas for
improvement, unnatural wording, patterns
indicating artificial intelligence artifacts.

- Strengths and weaknesses: the model's
strong points (handling of certain grammatical
structures) as well as its weaknesses.

- Linguistic competence: overall
assessment of the model's linguistic
competence based on the synthetic dataset.

From the point of view of linguistics,
the framework emphasizes the importance of
explainable evidence in NLP tasks. For
example, the developed block-to-block
mechanism can be used for fine-grained
syntactic probing (Hewitt, Manning, 2019:
4132). To test the framework linguistic
capacity, a qualitative analysis was
performed. The experiment involved 12
participants with strong linguistic background
tasked to fill in the questionnaire based on

synthetic grammaticality judgment dataset
available at
huggingface.co/datasets/missvector/multi-
wiki-grammar. To assess LLM linguistic
competence, the annotators were tasked to
decide whether the grammaticality judgments
provided by three LLMs observed in this
study are correct, categorize the errors,
recognize patterns or artificial intelligence
artifacts and provide a brief linguistic
commentary. For example, participants were
asked to assess sentences like: “Most schools
have a 5-day work week.” and validate if the
identified error (e.g., “Article usage error”)”
was accurate. The key steps of the linguistic
analysis are as follows:

- Sentence error categorization: A
variety of syntactic and grammatical errors
were included in the dataset, which human
annotators needed to validate. Table 4 shows
the sample provided to the annotators.

- Expert review: A group of 12 linguist
experts reviewed the sentences identifying
whether the tagged errors were correctly
identified.

- Pattern recognition: The annotators
were asked to observe and identify patterns.

Table 4. A sample provided to the linguistic annotators
Ta6auua 4. Beibopka, npeacTaBieHHas pa3MeTYUKaM JIJIs1 IMHTBUCTHYECKOTO AKCIIEPUMEHTA

Model Grammatical sentence | Non-grammatical sentence | Error tag
GPT-40 mini Most schools have a 5- | Most schools have 5-day Agreement Errors
day workweek. workweeks.
However, it was noted | However, it was noted that | Improper Verb Tense
that the project needs | the project will need
improvement. improvement.
Mistral 2 In most schools, a 5- In most schools, a 5-day Incorrect Verb Tense
day work week is work week is adopt.
adopted.
However, it was noted | However, it was noted that | Incorrect Verb Tense
that the project needs | the project needs to be
to be revised. revise.
Claude 3.5 Most schools have Most schools has adopted a | Agreement Errors
Sonnet adopted a 5-day work | 5-day work week.
week.
However, it was noted | However, noted it was that | Word Order Errors
that the project needs | the project needs further
further development. development.
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RESULTS AND DISCUSSION

Security measures. Table 4 presents the
evaluation results for the guardrailing
experiment. Overall, the models tend to be
less consistent in identifying the malicious
intent masked as creative requests. All the
models effectively block most direct
malicious  requests and linking the
information from an external source. GPT4-o0
and Mistral struggle with detecting past tense
instructions, however, Sonnet showed strong
performance in identifying the malicious
intent in this setting. Mistral 2 is more robust
to attempts to reprogram the model than

Table 5. Security evaluation results

GPT4-0 and Sonnet. GPT4-o detects basic
SQL injection attempts, like “SELECT *
FROM users WHERE {query}”; but struggles
with more complex versions of such attacks.
Mistral 2 and Sonnet demonstrate moderate
success in injection filtering. Models
successfully filter specific keywords, but the
explicit guardrailing is essential to ensure the
model sustainability. Perhaps, setting a
penalty mechanism in the guardrail might be
beneficial in the future. None of the models
showed high performance in rate limiting,
meaning that additional constraints should be
provided in the future.

Ta6auna 5. Pe3ynprars! ol1eHKH 0€3011aCHOCTH

Direct malicious Past tense instruction External | Reprogrammin
Baseline model instruction resistance resistance referencing g resistance
(F1-Score) (F1-Score) (F1-Score) (F1-Score)
Mistral 2 0.87 0.51 0.82 0.79
Claude 3.5 Sonnet | 0.81 0.79 0.91 0.61
GPT-40 mini 0.93 0.62 0.94 0.71

Personalization. Table 5 shows the
personalization results in terms of manual
assessment. The combination of logging and
user cards balancing context-awareness with
user-specific preferences resulted in a better

overall user experience. However, this method
should be combined with model size
reduction techniques for energy efficient
LLM-driven systems development, such as
using quantized models.

Table 6. Personalization evaluation results. Average score on three baseline models: GPT-40 mini,

Mistral 2, Claude 3.5 Sonnet

Taﬁ.lmua 6. Pe3y.HBTaTBI OLICHKHU MCTOJ0B IICPCOHAIN3AINH. Cpez[Hee SHAQUCHUC OJId TPEX MOJIEIEH:

GPT-40 mini, Mistral 2, Claude 3.5 Sonnet

Method Relevance Tone appropriateness | Alignment with user intent
Logging 4.2 3.5 3.0
User cards 3.8 4.8 4.7
Combined 4.5 4.9 4.9

Hallucination prevention. Table 6
presents the results of assessing the
performance of three baseline models using
the RAG algorithm described above and RAG
with guardrails described in previous sections.
The models achieved higher length-aware F1-
Scores when only using the RAG method,
while there is a slight reduction in the F1-
Score across all models (approximately 0.03

decrease) when guardrails are applied. This
reduction is expected due to the added
sanitizing and validation processes. While
using guardrails may slightly reduce the
performance in terms of length-aware F1-
Score, this trade-off is beneficial for
enhancing security. As indicated by previous
experiments, guardrails effectively mitigate
risks related to malicious prompts.
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Table 7. RAG evaluation results

Ta6auna 7. Pe3yabrarhl OLIGHKHW METOIOB T€HEpaIliH, JOTIOJTHCHHON U3BJICUeHUEM HH(OpMaIuu

Model Method Length-aware F1-Score Performance impact
GPT-40 mini RAG 0.87 Baseline
RAG + guardrails | 0.84 -0.03
Mistral 2 RAG 0.89 Baseline
RAG + guardrails | 0.85 -0.04
Claude 3.5 Sonnet RAG 0.91 Baseline
RAG + guardrails | 0.88 -0.03

Linguistic analysis. The annotators
were provided with multilingual data and
focused on whether the LLM error
categorization was overly influenced by
English grammar rules, given the multilingual
embeddings used in the models. The key
observations are the following:

- Word order and tense: The annotators
observed that errors related to word order and
tense were often mishandled by the model. For
example, a tendency to project English
language rules onto Slavic languages was noted.

- Formulation: Some error types, like
verb-noun agreement, were noted as
ambiguously defined, making it unclear if
they referred to grammatical agreement or
semantic compatibility.

- Common LLM mistakes: The feedback
highlighted unnatural phrasing in error types.

Table 8 shows the summary of key
observations. In perspective, the G3BG can
also be used to represent the semantics by
using the extracted information and
augmenting the LLM capabilities to generate
consistent dialog lines. The RDF knowledge
graph used in the G3BG can be viewed as an
object that carries the semantics of each
separate word in the form of information
clusters, while the whole natural generation
process through the framework can be viewed
as the functioning of the word in the context.
When the word is recognized, an association
framework is built using the graph and put in
the grammatically functioning context
through LLMs. Such an approach would be
language and domain-agnostic, because the
model output is based on the varied
knowledge graph contents.

Table 8. Key observations on linguistic analysis. The observations are provided by annotators.
Ta6auna 8. KiroueBble BBIBOJIBI MO JIMHTBUCTHYECKOMY aHanu3y. HabOmiomeHus mpeacTaBlIeHbI

pa3METYHUKaMU.

Aspect Observation

Notes

Common errors
unnatural phrasing

Word order errors, tense handling,

Projection of English grammar rules
onto other languages, such as
Russian.

Patterns Unnatural rephrasing when asked | Models tend to apply English rules
to generate word order error universally, leading to incorrect
examples; tense identification due | judgments in languages with different
to multilingual embeddings syntactic structures.

Linguistic Moderate linguistic competence; | Requires fine-tuning to handle

competence lacks consistency across different | multilingual grammar rules
languages effectively,

Recommendations Refine synthetic data, prompts Ensure that the rules are not overly

for improvement

and set language-specific
syntactic structures with
guardrails

generalized across languages, and
error types are clearly defined.
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CONCLUSION

In conclusion, the study presented a
novel LLM-driven framework, combining the
strengths of Retrieval-Augmented Generation
(RAG), decentralized security mechanisms,
and enhanced guardrails, tailored for the
specific use-case of inclusive education. The
framework named Graph-Based Block-to-
Block Generation (G3BG) has demonstrated
potential for improving the large language
models’ (LLM) reliability in the context of an
educational mobile application. The proposed
model incorporates blockchain, layering
multiple modules for information retrieval,
guardrailing, and text generation. The study
addresses issues of cybersecurity, LLM
hallucinations, and interpretability.

The G3BG framework is evaluated
using qualitative and quantitative methods,
including the novel length-aware F1-Score
metric, based on regular F1-Score, to assess
its capacity in handling complex information
retrieval. The framework is tested across
various settings to minimize hallucinations
and vulnerabilities such as prompt injections,
using RDF knowledge graphs for fact-
checking and guardrails for data protection.

G3BG’s information retrieval uses
recursive graph search, pattern matching, and
distributional semantics to match user
prompts with relevant texts. The framework
stores ciphered user input and extracted texts
in blockchain for security and interpretability,
allowing developers to track and explain
model behavior. G3BG also features
personalization via a user card and logging
mechanism, enhancing user experience and
accessibility.

The primary goal was to examine
whether advanced LLM-driven frameworks,
which include multiple specialized modules,
provide greater reliability and text generation
quality compared to traditional RAG systems.
The tasks involved defining specific use
cases, describing and testing different
frameworks, implementing fine-tuned LLM
systems for these use cases, defining and
applying evaluation metrics, and comparing
these systems in their designated applications.

The novelty of the study lies in the integration
of RAG with blockchain technology and
LLM guardrails. Additionally, the study
utilizes novel datasets designed for assessing
linguistic competence and domain-specific
knowledge, offering evaluating LLM
performance in educational contexts.

The study posits 2  hypotheses.
Hypothesis 1 is that LLM-driven frameworks
with  specialized modules (information
retrieval,  security =~ mechanisms,  text
generation engines) are more reliable and
produce higher text quality than traditional
RAG pipelines. Hypothesis 2 suggests that
RAG methods, known for their effectiveness,
are more reliable than complex, fine-tuned
methods for specific problems or domains.

The study findings indicate that it is not
possible to confirm or reject any of these
hypotheses, however, the findings provide
valuable insights on LLM-driven systems’
development. The study shows that while
personalized approaches that combine
multiple methods, such as logging and user
cards, will improve alignment with user intent
and tone appropriateness, enhancing the
overall relevance of generated responses,
advanced combinations may lead to a slight
decrease in performance metrics like FI1-
Score. The overall observations are the
following:

1. Impact of guardrails: Adding
guardrails for enhanced security and
hallucination prevention resulted in a minor
decrease in F1-Score performance (-0.03 to -
0.04 across all the observed models), still, the
achieved scores are high.

2. Personalization: The combination of
logging and user card methods significantly
improved tone appropriateness and alignment
with user intent (4.5 — 4.9 out of 5).

3. Linguistic competence and
multilinguality: The models exhibit moderate
linguistic competence, with noticeable word
order errors and tense handling challenges,
particularly when handling languages like
Russian.

The study conclusions are the
following:
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1. While guardrailing help in prompt
injection and hallucination prevention,
providing more controlled outputs, they can
slightly affect model performance metrics.
Nevertheless, the real-life systems
deployment requires focusing on the model
reliability. Thus applying guardrails and
developing custom guardrails is essential in
the social application development.

2. Combining multiple personalization
methods leads to a more user-aligned model
performance. However, user personal data is
sensitive to data breaches. The study proposes
storing the personal data in blocks secured
with decentralized technologies or applying
other security enhancement techniques while
focusing on personalization.

3. Fine-tuning is necessary to improve
linguistic ~ competence across multiple
languages, especially in languages with
different syntactic structures from English.
While LLMs’ re-training is challenging due to
the model size, the study proposes setting
language-specific rules using guardrails for
enhancing the models’ linguistic competence
across different languages.

While the G3BG framework presents a
significant advancement in LLM-driven
applications for inclusive education, some
limitations must be acknowledged. One of the
challenges is complexity and scalability of the
proposed system. The integration of multiple
advanced technologies, such as RAG,
blockchain, and guardrails, increases the
complexity of the system, which can
challenge the model scalability. Another
limitation is dependence on data quality. The
effectiveness of the G3BG framework heavily
relies on the quality and comprehensiveness
of the RDF knowledge graph. The knowledge
base representativeness influences the model
performance. The framework is tailored for
inclusive education, and its ability to
generalize to other domains without
significant retraining or adaptation is not
guaranteed. Despite the use of decentralized
networks and guardrails, the continuous
adaptation and personalization features could
raise ethical and privacy concerns,

particularly regarding data handling and user
profiling.

The proposed framework is fully
customizable. The G3BG is an open-source
model that allows choosing different types of
data pre-processing tools, such as types of
tokenization, data cleaning patterns, and
normalization algorithms. The model is
domain-agnostic. One can replace the
knowledge graph from the paper with any
other analogous data structure. For example,
one can append any additional data to the list
of personal data, as well as tune and change
the contents of the graph branch with textual
data for information extraction. The key
results and achievements of the study are the
following:

1. Reduced hallucinations: The G3BG
framework employs a robust fact-checking
mechanism that uses the RDF knowledge
graph tailored to a specific domain.

2. Enhanced security: The incorporation
of decentralized security mechanisms ensures
that user data remained protected through
blockchain technology.

3. Personalization: The implementation
of  user-specific cards and logging
mechanisms allowed for a more personalized
experience, aligning the system’s responses
with individual user needs and preferences.
This is a key factor in improving user
engagement in the inclusive environment.
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