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Abstract. The development of high performance human-machine interface systems
for controlling robotic platforms by natural language is a relevant task in
interdisciplinary field «Human-Robot Interaction». In particular, it is in demand,
when the robotic platform is controlled by an operator without any skills necessary to
use specialized control tools. The paper describes a complex Russian language
commands processing into a formalized RDF graph format to control a robotic
platform. In this processing, neural network models are consistently used to search
and replace pronouns in commands, restore missing verbs-actions, decompose a
complex command with several actions into simple commands with only one action
and classify simple command attribute. State-of-the-art solutions are applied as
neural network models in this work. It is language models based on deep neural
networks transformer architecture. The previous our papers show synthetic datasets
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based on developed generator of Russian language text commands, data based on
crowdsourcing technologies and data from open sources for each of the described
stages of processing. These datasets were used to fine-tune the language models of
the neural networks. In this work, the resulting fine-tuned language models are
implemented into the interface. The impact of the stage of searching and replacing
pronouns on the efficiency of command conversion are evaluated. Using the virtual
three-dimensional robotic platform simulator created at the National Research Center
«Kurchatov Institute», the high efficiency of complex Russian language commands
processing as part of a human-machine interface system is demonstrated.

Keywords: Human-robot interaction; Natural language processing; Deep learning;
Artificial intelligence; Human-robot interface
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AHHoTauusl. Peamm3anmusi  BBICOKONIPOM3BOAUTENBHBIX  YEJIIOBEKO-MAIIMHHBIX
uHTep(eicoB AN ynpaBieHHUs POOOTOTEXHUYECKHUMH IIaTGOopMaMu C MOMOILBIO
€CTECTBEHHOIO SA3bIKA IIPEICTABIIACTCS COBPEMEHHOM 3a1a4€i MEKAUCLUIIIIMHAPHOU
o0nactu B3aMMOJEUCTBUA YelloBeKka M pobOoTa. B wacTHOCTH, 3TO BOCTpeOOBaHO B
TOM Clly4ae, KOorjJia ynpaBjieHue miar(opMoii OCyIIeCTBISIETCS ONepaTopoM, KOTOPBIi
He 00Ja/1aeT HaBbIKaMU, HEOOXOIMMBIMHU JIs1 UCIIOJIb30BAHUS CHEIIHATIN3UPOBAHHBIX
WHCTPYMEHTOB yIpaBlieHUs. B naHHOW paboTe omucaH mporecc mpeodpazoBaHUs
CIIOKHBIX PYCCKOSI3BIYHBIX KOMaHJ]] €CTECTBEHHOIO f3blka B (hOpMalM30BaHHBIM
rpadoBerii RDF dopmar nns B3amMoaeicTBust ¢ poOOTOTEXHUYESCKOU MIar(opMoi.
B sTOM mporiecce nocienoBareabHO 33€HCTBOBAHBI MOJIEN HEUPOHHBIX CETeH Uis
NOWCKAa M 3aMEHBl MECTOMMEHUH B KOMaHJaX, BOCCTAHOBJICHUS MPOMYIIEHHBIX
[JIaroJioB-JIeHCTBUH, JEKOMIIO3UIIUU CIOXKHBIX KOMaHJ C HECKOIbKUMU JACHCTBUSIMHU
Ha TPOCTBIE KOMaHIbl C OJHUM JEHCTBHEM, KiacCH(UKAIMH aTpHOYyTOB MPOCTHIX
KoMaHJ. B kadecTBe Mojeneil HEWPOHHBIX CETEH HCIONB3YIOTCS COBPEMEHHBIE
peleHus — S3bIKOBBIE MOJIEIH, OCHOBAHHBIE HA apXUTEKTYpe TIIyOOKMX HEHPOHHBIX
cereil «rpanchopmepy. s KaKI0ro U3 OMUCAHHBIX ATAMOB, B MPEABIAYIINX HALITUX
paborax OBUIM COCTaBICHBI COOCTBEHHBIE HAOOpHI JaHHBIX Ha OCHOBE
pa3paboTaHHOTO T'eHEeparopa PYCCKOSI3BIYHBIX TEKCTOBBIX KOMAHJ, JOIMOIHUTEIBHO
ObUIM WCTIONB30BaHBl TEXHOJOTUM KpPAyICOPCHHTa M JAaHHBIE W3 OTKPBITHIX
UCTOYHUKOB. Ha »Tux HaOopax naHHBIX OBUT TpOBENEHA TOYHAs HACTPOWKa
SA3BIKOBBIX MOJI€NIe HEUpPOHHBIX ceTeil. B mpemmaraemoit pabote, MOIy4YEHHBIE
HACTPOEHHBIC S3BIKOBBIE MOJENHM OBLIM HMIUIEMEHTUPOBAHBl B  YIPABISIOLIUI
uHTEepdEeiic, W OIEHEHO BJIMJHME JTala TOWCKAa M 3aMEHBl MECTOMMEHHWH Ha

¢ dekTuBHOCT,  TpeoOpazoBaHusi koMaHa. Ha 06aze  pa3paboraHHOi B
HannonanmeHOM — mccienoBarenbckoM — HeHTpe  «KypyaTOBCKMI — MHCTUTYT»
BUPTYaJbHOH TpEeXMEpHOW MOJAEIM POOOTOTEXHUYECKOTO YCTpOWCTBA  OBLIO

IPOAEMOHCTPUPOBAHO, YTO MPOLECC NPeoOpa3OBaHUSl CIIOKHBIX PYCCKOS3BIYHBIX
KOMaHJl B COCTaBe YEJIOBEKO-MALIMHHOTO HHTepdeiica mo3Boiser 3PPEeKTUBHO
YIOPaBISATh POOOTOTEXHUYECKON TIIaT(HOPMOM MPHU MOMOIIU €CTECTBEHHOTO S3bIKA.

KawueBble ciaoBa: BsaumoneiictBue wenmoBeka u poborta;  OOpaboTka
€CTEeCTBEHHOro  si3blka; InyOokoe oOydeHue; VICKyCCTBEHHBIH  MHTEJUIEKT;
WuTtepdeiic yenoBek-MairHa
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Introduction

State-of-the-art approaches to the
development of human-machine interfaces for
controlling robotic platforms are used to
process commands in natural language and
analyze information from different sensors. A
filed condition control, including by
inexperienced operators, requires the creation
of a flexible and accurate system for
processing commands in natural language into

a formalized format of commands recognized
by a robotic platform.

The command representation can be
formalized as a logical representation or a
graph reflecting the semantic relation between
entities. A popular formalized format is the
semantic graph data representation model
RDF (McBride, 2004). It operates with
statements of the form “subject” - “predicate”
- “object”. The set of statements forms a
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directed graph with vertices "subjects" and
"objects", and the edges reflect "predicates".
The main difference between a formalized
format and a natural language is the absence
of ambiguities in the command interpretation.
It poses a relevant task of developing a
system for processing Russian language
commands into a formalized format of
commands, including the processing of
anaphors, free word order, neologism,
homonyms, synonyms etc.

Natural language processing methods
are divided into rule-based approaches and
methods using neural network language
models. Rule-based approaches include
writing hard-coded instructions based on
semantic analysis. Systems based on such
approaches are very sensitive to input data,
require a lot of development time, and face
difficulties in handling ambiguous phrases.

Language models based on neural
networks have a complex architecture, often
models have a transformer topology (Vaswani
et al., 2017). These models are pre-trained on
huge sets of text corpora, solving problems of
determining the next word, recovering
missing words, etc. The pre-trained language
models are trained wusing fine-tuning
(changing the neural network model
parameters), prompt-tuning (training
embeddings using gradient descent without
changing the language model parameters) and
few-shot (preparing a hint on natural language
without model training), which require a
significantly smaller amount of data corpora
than at the preliminary pre-trained stage.
Using methods based on neural networks is a
promising area of focus in natural language
processing.  Compared to  rule-based
approaches, language model training requires
less time for its development.

Our work presents a deep learning
method based on language models with a
transformer  architecture for processing
Russian  language commands into a
formalized RDF graph format for controlling
a robotic platform. The method includes a
model for finding and replacing pronouns and
a neural network interface for processing

complex Russian-language commands. The
neural network interface, presented in our
previous paper (Sboev et al., 2022), includes
the steps of restoring missing verbs,
decomposing complex commands into simple
ones, and classifying the attributes of simple
commands. Section 1 describes the state-of-
the-art on the topic of controlling robotic
platforms using natural language based on
neural networks. Section 2 provides a
description of the data used in model training.
Section 3 shows the model architectures.
Section 4 describes the complete system of
processing a Russian command on natural
language and precision when controlling a
robotic platform.

1 Related works

At the present time, there are no
publications in the literature on the topic of
controlling a robotic platform using Russian
commands on natural language. At the same
time, there are a number of works in English
(Gubbi, Upadrashta and Amrutur, 2020; Min
et al., 2021; Ahn et al., 2022; Choi et al.,
2021) related to the control of robotic
platform using language models of neural
network.

In the paper (Gubbi, Upadrashta and
Amrutur, 2020), the authors use neural
network models. The first model is LSTM
(Hochreiter and Schmidhuber, 1997) (Long
Short-Term Memory). The second model is
BERT (Devlin et al., 2018) with a transformer
topology. These models transform natural
language into Python 3 programming
language functions (Van Rossum and Drake,
2009) to control a robotic arm with grip and
speed control Dobot Magician.! Dobot
Magician is a universal platform for in-depth
study of industrial robotics. The authors show
that their method works better than training
neural network models to predict the actions
of a robotic platform directly.

Another work (Min et al., 2021) uses
the above-mentioned language models BERT
with transformer topology to classify

! DOBOT, available at: https://en.dobot.cn/ (Accessed
08 November 2022).

HAYYHBIW PE3YJ/ILTAT. BOITPOCHI TEOPETUYECKOH Y IMTPUK/JIAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS


https://en.dobot.cn/

Shoev A. G. et al. A deep learning method based on language models for processing natural... 178
Cooes A. I u op. Memoo eny6oxozo 06yuenus: Ha 0CHOBe A3bIKOGbIX MoOeetll 051 00pabomKu...

command attributes in natural language and
compile a sequence of subtasks to control a
home assistant robot in a virtual three-
dimensional environment. The assistant robot
is capable to perform various sub-tasks: pick
up and place, take and place, clean and place,
heat and place, examine under light. BERT
language models are part of a module control
system, which allows controlling a robotic
platform without expert trajectories or low-
level instructions. The module system
includes the Mask R-CNN convolutional
neural network (He et al., 2017), as well as
search and navigation policies (Chaplot et al.,
2020) to control the assistant robot.

The work (Ahn et al., 2022) proposes a
neural network approach called SayCan using
the knowledge of the large language model
PalLM (Chowdhery et al., 2022) to control the
robot from Everyday Robots company.? The
robot has a mobile manipulator with a hand
with 7 degrees of freedom and two-fingered
grip, and is additionally equipped with RGB
camera. For the robot, 3 types of skills are
described: take object, find and move to
object, pick up and bring an object. The Say
method of the SayCan approach proposes
low-level tasks grounding to the capabilities
of the robot. The Can method chooses,
according to the plan, which of the proposed
tasks to perform. The authors evaluate the
obtained approach on a real robotic device for
a number of tasks. As a result, the PalM
language model handles ambiguous natural
language commands.

The authors of the paper (Choi et al.,
2021) propose an adaptation based on
language models GPT-2 (Radford et al.,
2019) and T5 (Raffel, Shazeer and
Roberts, 2019) with transformer topology for
processing natural language instructions when
controlling industrial robotic devices. In
work, the stage of validation of commands
coming from a human (feedback) based on
the ICARUS cognitive architecture (Choi and
Langley, 2018) is proposed. This architecture

2 Everyday Robots, available at:

https://everydayrobots.com/ (Accessed 08 November
2022).

assumes a relational representation of
knowledge, distinguishes between long-term
and short-term memory, in other words, uses
knowledge about the environment and the
state of the industrial robot, as well as
information about the possible actions of the
robot to process language instructions and
form feedback with the operator if the robot
cannot perform task at the moment. The
authors show a pre-trained language model
can be efficiently fine-tined to translate verbal
instructions into robot platform tasks better
than semantic text analysis method.

2 Datasets

Synthetic Dataset

We used our text command generator
described in (Sboev et al., 2022) to train neural
network models for finding and replacing
pronouns, decomposing complex commands
into simple ones, and classifying the attributes
of simple commands. The generator was
modified in this work. It uses dictionaries with
synonyms and tools of the pymorphy2 library
(Korobov, 2015) such as matching words with
numerals and bringing words into the necessary
speech form. The modified generator performs
the following functions:

1. Creation of commands set in natural

language based on given templates.

2. Compilation of vector and labeled
representations for each command.

3. Creation of complex commands set
in the form of sequences of given
templates.

Simple commands are natural language
commands consisting of a single action type
(see Table 1). A total of 16 templates were
compiled (detailed in Appendix A.l) for
various commands. These commands are
supported by the robotic platform. The
generator makes a vector representation
depending on the used template and
synonyms dictionary to classify the attributes
of each command type. In addition to the
vector representation, the generator makes a
labeled representation (see Table 2). A marker
is assigned based on the synonyms dictionary
for each word in the generated command
(detailed in Appendix A.2).
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Table 1. Simple commands templates

Ta6auuna 1. [11a6m0HBI MPOCTHIX KOMAH]T

No | Template Example

1 | patrol go on patrol

2 | execution termination stop

3 | execution interruption pause

4 | execution continuation start moving again
5 | movement in the direction move forward

Table 2. Vector and labeled representations

Tabauna 2. BextopHOE U MapKUPOBAHHOE IIPEJICTABICHUS

Attribute Vector Marker
Action 0-14 A
Direction 0-8 D
Meters 0-12 M
Degrees 0-24 DS
Hours 0-24 HS
Object 1 0-16 Ol

Complex commands are natural
language commands contained sequences of
simple commands (see Table 3). In total, 4
templates were compiled, including sequential
commands separated by keywords, as well as

commands using pronouns.

Table 3. Complex command templates

Tao6auua 3. [11a010HBI CTOXKHBIX KOMaH/

Additionally, the template of complex
commands with pronouns was modified for
the task of finding and replacing pronouns in
accordance with Table 4.

Ne | Template Example

1 | Sequential 2 commands Drive to the house, then drive to the human

2 | Sequential 3 commands Analyze this stone, after that drive up to the house, and
then find a person

3 | Commands "find-move" Find a tree. Behind the tree is a person to whom you need
to drive up

4 | Commands with pronouns Turn to the nearest house and inspect it

Table 4. Markup Variants of Training Output for Pronoun Processing
Tadnauua 4. BapuanTtsl pa3MeTKH BBIXOIHBIX TAHHBIX 11 00paOOTKH MECTOMMEHU I

Ne | input sequence output sequence

1 | Move to the house and look at it Command: move to the house and look at the
house

2 | Turn to this human, inspect him Aim: human him
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Solving the problem of finding and
replacing pronouns in commands is a special
case of the coreference problem (search for
anaphoras in a text). In addition to the dataset
(see Table 4), a corpus was prepared in
accordance with the competition (Budnikov et
al., 2019) used for evaluation by coreference
metrics. In this competition, each word in the
text is assigned the position of the word
Offset, the number of characters Length and
the number of the Chain ID.

Table 5. Summary of Crowdsourced test commands

Crowdsourced Dataset

Testing of neural network models for
decomposing complex commands and
classifying attributes is carried out on a
dataset  collected by  crowdsourcing
technology. 250 exemplary commands were
selected from a synthetic dataset, after that the
participants of the crowdsourcing platform
were given the task to rephrase these
commands (see Table 5) in different ways
(Sboev et al., 2022).

Tabauna 5. CBoaka TECTUPOBOYHBIX KOMaHI, COOpaHHBIX B IIPOIECCe KPayACOPCHHTa

Command type Number of examples
Command without attributes 51

Movement in the direction 89

Interaction with an object 53

Interaction with an object relative to 1 object 130

Interaction with an object relative to 2 objects 995

In addition to the command generator,
natural language commands were collected
and labeled for training and testing the
attribute classifier of simple commands. The
target group of participants received
instructions with a brief description of the

Table 6. Sample instructions for participants

Tadaunua 6. [Ipumep MHCTPYKIUK [Tl yYaCTHUKOB

commands that can be used to control the
robotic platform. For each type of simple and
complex command, participants compile 100
examples. Each instruction includes a set of
possible attributes of a particular instruction
and generator examples (see Table 6).

Command description

Movement for a given number of meters in a certain direction

Possible command attributes

action: move;
direction: North, South, East, West, Right, Left, Forward, Back;
number of meters: 5 meters, 5 m

Template

[action]+[direction]+[number of meters]

Generator examples Go 2m;

Ride 24 m ahead;
Start driving straight 14 meters

Open Data

In (Sboev et al.,, 2022) we used the
dataset from the Dialog-21 conference
(Smurov et al., 2019) to train the missing verb
recovery model. The open dataset uses news,

fiction and technical texts, as well as texts
from social networks. The content of the
dataset is presented in Table 7, according to
(Sboev et al., 2022). Additionally, ~115,000
sentences with automatic markup were used.
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Table 7. Open dataset characteristics
Taboauna 7. XapakTepucTHKa OTKPBITHIX TaHHBIX

181

Texts Train Test Validation

With missing verb 5542 680 1382

Total 16406 2045 4142
3 Methods model (Raffel, Shazeer and Roberts, 2019).
Neural Network Models The dictionary size is 32 000, the number of

Language models based on neural
network models with transformer topology
(Vaswani et al., 2017) are used for all the
steps described below for the processing of
Russian natural language commands into a
formalised RDF graph.

At the stage of finding and replacing
pronouns, language models for the Russian
language RuTS5 are considered based on the
language model for generating text sequences
(text-to-text) TS, presented in (Raffel, Shazeer
and Roberts, 2019). Two versions of the RuT5
model are used. The first version is a «small»
model.! This version model is based on a
multilingual model (Xue et al., 2020) and the
Mt5small-ruparaphraser.” The size of the
dictionary is reduced from 250 000 to 20 000,
the number of parameters is reduced to
65 million, so the total size of the model is
246 MB. The first 5 000 tokens in the new
dictionary are taken from the original model,
while the remaining 15000 are tokens
obtained by tokenizing the Russian language
web corpus from the collection.® The second
version is a «base» model.* This version
model is based on the original English TS5

3 Dale, D. (2021). Hugging Face: rut5-small, available
at: https://huggingface.co/cointegrated/rut5-small (Ac-

cessed 10 October 2022).

4 Fenogenova, A. (2021). Hug%inF Face: mS5small-
ruparaphraser, available at:
https://huggingface.co/alenusch/mt5small-
ruparaphraser (Accessed 10 October 2022).

5 Leipzig Corpora Collection: Russian Web text corpus
based on material from 2019. Leipzig Corpora Collec-

tion. Dataset, available at: https://corpora.uni-
leipzig.de/?corpusld=rus-su web 2019 (Accessed 24
June 2022).

¢ Sberbank AI (2021). Hugging Face: rut5-base, avail-
able at: https://hugglngface.co/sberbank-al/ru”fS—base
(Accessed 10 October 2022).

parameters is 222 million, the total size of the
model is 892 MB. The model is trained on the
Russian corpus, including Wikipedia, books,
news, Russian Common Crawl, etc.’

The following models are used for the
subsequent stages: recovering the missing
verbs, decomposing the complex command
into simple commands, and simple command
attribute classification. The first model is the
Multilingual BERT model based on multi
head attention layers (Devlin et al., 2018),
consisting of 12 transformer blocks and the
hidden layer dimension 768. The second
model is the RuUBERT-tiny model® based on
the BERT model with the following changes:
the size of the input dictionary is reduced
from 119 000 mo 30 000 tokens in Russian
and English, the size of the vector
representation layer is reduced from 768 to
312, the number of transformer layers is
reduced from 12 to 3. The model is obtained
as a result of a training procedure using the
outputs of pre-trained large neural network
models RuBERT (Kuratov and Arkhipov,
2019), LaBSE (Feng et al., 2022), Laser
(Artetxe and Schwenk, 2019) and USE (Cer
et al., 2018). The last model is the RuUBERT-
tiny2 model. It is an improved version of the
previous RuUBERT-tiny model. This model has
a large dictionary size (83 000 instead of
30 000), supports longer sequences (2048

7 Zmitrovich, D. (2021). ruT5, ruRoBERTa, ruBERT:
how we trained a series of models for the Russian lan-

guage, available at:
https://habr.com/ru/company/sberbank/blog/567776/
(Accessed 10 October 2022).

§ Dale, D. (2021). Small and fast BERT for Russian
language, available at:
https://habr.com/ru/post/562064/ (Accessed 24 June
2022).
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instead of 512). For its training, mainly texts
in Russian are used (Williams, Nangia and
Bowsman, 2017).

Finding and replacing pronouns

Two versions of the model «RuT5-
base» and «RuT5-small» are trained, differing
in the number of parameters, described in the
previous section «Neural Network Modelsy.
The fine-tuning of these models is carried out

using the examples from Table 4 with the
generation of a full command, in which a
target object is replaced in the point of the
pronoun, and with the generation of the
«object-pronoun» pair for the subsequent
replacement of the pronoun with the proposed
word in the original text command. During
the training process, the hyperparameters
values presented in Table 8 are set.

Table 8. Hyperparameters values of RuT5-small and RuT5-base neural network models
Taoauua 8. 3nauenus runepmnapameTpoB Ru-T5-small u RuT5-base neiipocereBbix Moaeneit

Hyperparameter Value
Batch size 32
Epochs 10
Learning rate le-4
Max source text length 48
Max target text length 48

Another used neural network model
with transformer topology is the RuBERT
model. This model is an adaptation of the
model (Joshi et al., 2019) based on the
Russian language coreference model (Sboev,
Rybka and Gryaznov, 2020). It is taken from
Tensorflow library (Abadi et al., 2016)
without changing the hyperparameter values.
The model is fine-tuned over 5 epochs. For
fine-tuning, we used the representation of a
synthetic dataset when generating a complex
command with pronouns (see Table 3) using
the following example:

Text: [SPL]Move to house and look at it [SEP]
— Link: [3,3] [6, 6]

Restoring missing verbs

The method (Belkin, 2019) was used to
solve this problem. This method is based on a
neural network language model for processing
sequences of texts (text-to-text). It classifies
the input text tokens into five classes: cV,
cR1, cR2, R1, R2. Here cV is a verb (or
predicate) that is omitted in the following
simple sentences as part of a complex one.
cR1 and cR2 are correlates from the non-gap
sentence, which are syntactically and

semantically similar to R1 and R2 — the
remnants from the gap sentences (Sboev et
al., 2022). Example:

«Index [cR1 industrial production cR1]
for January-February 2008 [cV amounted to
cV] [cR2 106.0% cR2], [R1 fixed capital
investment R1] — [R2 120.2% R2] and [R1
retail trade turnover R1] — [R2 116.3% R2] »

The omission of a verb is marked as cV.
The start of a gap is marked with either R2 or
R1 depending if R2 was not found in the text.

Decomposing a complex command into
simple commands

To solve this problem, a token classifier
was used. A neural network language model is
used as a classifier, which defines the
following classes (Sboev et al., 2022):

1. O - the token does not apply to any

of the commands.

2. [SEP] - the token is part of the cur-
rent command.

3. [CMD] - the token is related to the
current command, but all subsequent
tokens are part of the next command.

Simple command Attribute
Classification
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To solve this problem, 2 neural network
language models based on the RuBERT-tiny2
model are used. The first model solves the
problem of classifying tokens. The input
string is split into tokens according to the
vocabulary of the language model. The
classification problem uses the values of
vectors and markers from Appendix A.2.
After classifying the tokens, substrings for
each of the attributes are extracted from the
input string.

The second model with the transformer
topology solves the problem of matching the
selected attribute  substrings with the
dictionaries of these attributes. For each
attribute of the command, a dictionary is
assembled containing pairs of a phrase and an
attribute value. All dictionary phrases are
encoded by the model, i.e. get one vector in
correspondence. After that, the attributes
selected in the input line are fed to the input
of the model, and each attribute also receives
one vector. This vector is compared with the
vectors of the corresponding dictionary, from
which the closest vector is selected according
to the selected metric (cosine proximity)

Post-processing of model results:

1. For each action attribute value, the
maximum cosine similarity among
all phrases in the dictionary with that
value is selected.

2. For every other attribute, there is a
probability that it will be present in
the command. These values are de-
termined by the phrase with the
highest similarity from the corre-
sponding dictionary.

4 Experiments

The deep Ilearning method for
processing Russian-speaking natural language
commands, including the successive steps
described in detail in the previous section, is
tested using a three-dimensional model of a
robotic platform based on the ROS (Quigley
et al., 2009) and Gazebo simulator (Koenig
and Howard, 2004) developed at the
Kurchatov Institute National Research Center.
This platform (see Figure 1) is a model of an
"arctic" robot and is equipped with the
following sensors, transducers and actuators:

1. 4 wheel drives to move around the
terrain.

2. Static camera with a resolution of
640x480 pixels.

3. Dynamic camera with a resolution of
640x480, with the ability to rotate in
yaw and pitch.

4. Lidar matching real HDL-32E Lidar
Sensor.

5. Manipulator for interacting with ob-
jects.

The environment of the robot (see Fig-

ure 2) is a map of the "Arctic" terrain with a
non-uniform terrain and a set of objects that
the Arctic robot can interact with: trees,
stones, houses, people.

Control commands (the list of possible
commands is described in Appendix A.l) are
received by the robot in the form of the RDF
format. In addition to the possible commands
from Appendix A.1, the robot is also capable
of executing complex commands — sequential

combinations of simple commands in the
RDF format.

HAYYHBIW PE3YJ/ILTAT. BOITPOCHI TEOPETUYECKOH Y IMTPUK/JIAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



Shoev A. G. et al. A deep learning method based on language models for processing natural... 184
Cooes A. I u op. Memoo eny6oxozo 06yuenus: Ha 0CHOBe A3bIKOGbIX MoOeetll 051 00pabomKu...

Figure 1. Three dimensional «arctic» robot model
Pucynok 1. TpexmepHast MO€IIb apKTUUYECKOTO poOoTa

Figure 2. Three dimensional world of «arctic» robot in Gazebo simulator
Pucynoxk 2. TpexmepHast MoJellb MHpa apKTHUecKoro podora B cumyistope Gazebo
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The processing of natural language
commands involves the following steps in
sequence (detailed in Figure 3):

1. Voice command conversion.

2. Finding and replacing a pronoun in a

command.

3. Decomposing a complex command
into simple commands.

Recovery of missing verbs.

Getting commands attributes.
Compiling an RDF command.
Sending a command to the system of
a robotic device.

Nk

Figure 3. The system of processing a Russian language command
Pucynok 3. Cucrema 00pabOTKH pyCCKOSI3BIYHBIX KOMaH/]

ObpaboTka Mowck W 3ameda| | PazfgensHue
= = _ BoccTaHoBneHwd [Knaccudvkauwa
ToNOCoOB0RA MECTOMMEHWA B CIOKHOM tukaly COCTABNEHWE
| H L e bl NponyweHHs: (+  aTpubyToB |
KOMaHE B TEKCTOROW KOMaH/Ib! Ha M08 B KOMAHIE HOMAH I RDF komaHgb!
TEKCTORYH KomaHge npocTee A A
| LI [ LI LI [ ]
i [ [ [ [ | = em !
| MOW K OoMy 1 i UMM K OOMY W i 11 uam  gomy i 1. agm K gony i '1. maove, house i :FG t{% lypceuhsc-use |
P i i i i _ Lt
\: ,') i DCMOTPK Ero i i DCMOTRM A0M i EZ. OCMOTRH GOM i EZ. DCMOTRN A0M i EZ. manitor, hnusei 'FO patient FO_W0 i

To analyze the effectiveness of the
presented solution, the accuracy of command
execution was assessed both with the use of

search and replacement of pronouns

in

________________________________________________________________________________________________

complex commands, and without this step.
While evaluating the accuracy, the attributes
of the command are checked, mainly the class

of the object (see Table 9).

Table 9. Effect of pronoun substitution in the processing of operator commands
Tab6auna 9. Bausinue 3aMeHbpl MECTOMMEHUN MPU 00paboTKe KOMaH 1 oneparopa

Command Replaced Attributes  without
attributes replacement
Move to house and look at it 1 house; 1 house;
2 house 2 human
Turn to the tree and walk up to it 1 tree; 1 tree;
2 tree 2 gaze
Find a stone and analyze it 1 rock; 1 rock;
2 rock 2 human
Drive to the house near the person and go around it 1 house; 1 house;
2 house 2 gaze human
Find a broken tree and approach it 1 broken-tree; | 1 broken-tree;
2 broken-tree 2 gaze
Go to the nearest person and inspect him 1 human; 1 human;
2 human 2 human

Thus, 1 000 pronoun commands are

tested for assessing the model coreference
(see Section 2 “Datasets”). This test is carried
out for each of the models described in

Section 3 "Finding and replacing pronouns".
The accuracy of the correct definition of the
object in the command with the pronoun is
presented in Table 10.
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Table 10. Evaluation of the recognition accuracy of commands with pronouns
Taomuuna 10. OneHka TOYHOCTH paclio3HaBaHUSI KOMaH[ C MECTOMMEHUSIMU

Process Successfully  processed | Average command
commands, % processing time, s
ruT5-small, command text generation 32.6 0.232
ruT5-base, command text generation 69.8 0.264
ruT5-small, object-pronoun type generation 95.4 0.132
ruT5-base, object-pronoun type generation 98.7 0.117
Without finding and replacing pronouns 5 0.044

Conclusions

Our work presents a deep learning
method based on language models with a
transformer topology for processing Russian
commands on natural language during the
human-robot interaction. The essence of the
method lies in the consistent use of language
models, each of which solves a specific task
of processing a command in a natural
language. The method uses neural network
models RuT5, RuBERT, Multilingual BERT,
RuBERT-tiny2 trained on synthetic data,
crowdsourcing data and open data. At the
final stage of processing, the received
attributes of each command are converted into
a formalized RDF graph format. From the
standpoint of controlling robotic platforms by
people who do not have the necessary skills to
handle specialized controller devices, speech
control allows to naturally form commands
for robotic platforms.

The resulting system based on neural
network language models makes it possible to
efficiently process complex Russian-language
commands and convert them into a
formalized graph RDF format for controlling
a robotic platform. It is confirmed by testing
on a three-dimensional model of the "Arctic"
robot developed at the Kurchatov Institute
National Research Center. This system works
more efficiently with the "RuTS5-base"
pronoun finding and replacing model. The
conducted studies show, the finding and
replacing pronouns significantly increases the
accuracy of the interpretation of Russian
commands on natural language in the system
based on the restoring missing verbs, the
decomposition of complex command into

simple commands, and the classification of
attributes of simple commands.
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Appendices
Appendix A.1. Simple command templates
puaoxkenue A.1. [11ab10HBI TPOCTHIX KOMAHT

Template Example
patrol go on patrol
execution termination stop
execution interruption pause

execution continuation start moving again

move forward

turn left

drive forward 2 meters
turn left 30 degrees
analyze the stone

find the nearest person

movement in the direction

turn in direction

movement in the direction by a number of meters
turn in the direction by a number of degrees
interaction with the object

interaction with the nearest object

interaction with an object relative to 1 object

analyze the stone located to the left of the person

— —
SIZSo e vn| &|win|—|Z

interaction with an object relative to 2 objects

go to the person who is near the house, next to
the tree

13 | interaction with the object relative to the robot

drive up to the house on the left

14 | interaction in the direction of gaze

go to this person

15 | patrol in a circle / along the route

patrol along the second route

16 | following an object

follow the car

Appendix A.2. Vector and labeled representations
punoxkenue A.2. BekTopHOE 1 MAPKUPOBAHHOE MPEACTABICHUS

Attribute Vector Marker
Action 0-14 A
Direction 0-8 D
Meters 0-12 M
Degrees 0-24 DS
Hours 0-24 HS
Object 1 0-16 0Ol
Nearest 0-1 N
Relation between 1 and 2 0-9 R1
Object 2 0-14 02
Relation between 2 and 3 0-9 R2
Object 3 0-14 03
Relation between 1 and robot 0-8 S
Gaze direction 0-1 G
Additional words - O

Kongnuxkmour unmepecos: y agmopos nem
KOHGIUKmMo6 unmepecos 0nsa dexaapayuu.
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