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Abstract

Nowadays, cardiovascular diseases are the most common threat to human health, and coronary
artery disease is a particularly serious disease. Coronary angiography is used to detect coronary
artery disease. However, the high cost and complexity of analyzing its results have led to the need
to automate the process of diagnosis of coronary artery stenosis.

In this work, we considered popular models of deep learning-based stenosis detection. The models
varied in their underlying neural network architecture and were pre-trained on publicly available
data. The data consist of video sequences clinically obtained by invasive coronary angiography and
labeled into separate frames for each video containing coronary artery stenosis with a resolution of
(512x512) pixels. The paper presents a comparative analysis of the models based on the main
performance indicators: average accuracy (mAP), image processing time, and the number of model
parameters. The Faster R-CNN and EfficientDet D4 models showed the best performance.
Compared to other models, they are characterized by relatively low parameter weights, high
detection accuracy, and high image processing speed. The comparative analysis showed that the
results of this study are superior to or comparable to those of other researchers.
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AHHOTAIUSA

B Hacrosimiee Bpemsi cepeYHO-COCYAUCTBIE 3a00JIEBAHUS SIBIISIOTCSI HAMOO0JIee pacpoCTpaHEHHON
yIpo30ii 1S 340POBbsI UEJIOBEKA, a HIIEeMHYecKast 00JIe3Hb CepALa ABISETCS 0COOEHHO CEPbe3HBIM
3aboseBanneM. KopoHapHas aHrrorpadus HCIOIb3yeTCsl ISl BBISIBJICHUS HIIEMUYEeCKOM 00e3HN
cepaua. OmHAaKO BBICOKAas CTOMMOCTh M CJOXHOCTh aHalIW3a €€ pe3yJbTaTOB MPHUBEIH K
HE0OXO0JMMOCTH aBTOMAaTH3aIlNY TpoIlecca AUArHOCTUKN CTEHO03a KOPOHAPHBIX apTepHil.

B nmanHO#i paGoTe MBI paccMOTpeNd MOMYJSPHBIE MOJEIH OOHAapY)KEHHUsl CTEHO3a Ha OCHOBE
rirybokoro o0yuenus. MoJienu pa3yaliich o cBoei 0a30BOM apXUTEKType HEMPOHHOU CETH H
ObuIM TpenBapuUTENFHO OOyYeHBl Ha OOINEAOCTYNHBIX [aHHBIX. JlaHHBIE COCTOST U3
BHUIEOMOCIIEIOBATENILHOCTEM, MOJYYEHHBIX KJIMHUYECKH C MOMOIIbI0 WHBa3MBHON KOPOHAPHOM
aHruorpau M pa3MEUEHHbIX B OTAEIbHBIE KaJpbl AJS KaXIOTO BHJEO, COAEPIKAIIEro CTEHO3
KOPOHApHEIX apTepuii, ¢ paspemenueM (512x512) mnumkceneit. B crathe mnpencTaBieH
CPaBHMUTENBHBIN aHaJIN3 MOJEIEH Ha OCHOBE OCHOBHBIX IOKa3aTelaedl IpOU3BOAUTEIBHOCTH:
cpeaHeit TouHoctd (MAP), BpeMeHr 00pab0TKH N300pKEHUS U KOJIMYECTBA [TapaMETPOB MOICIIH.
Haunyumryro mpousBogutensHocTs mokaszanu mozaenn Faster R-CNN u EfficientDet D4. Ilo
CPaBHEHUIO C JPYTUMH MOJEISIMH OHHM XapaKTEPHU3YHOTCS OTHOCHUTEIBHO HHU3KMMM BeCaMU
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MapaMeTpoB, BBICOKOW TOYHOCThIO OOHApYyKeHHS ¥ BBICOKOH CKOPOCTBIO 00pabOTKH
nzo0paxkennid. CpaBHUTENBHBIN aHaTU3 IOKas3al, YTO pE3yJbTaThl JAHHOTO HCCIIECAOBaHHMS
MIPEBOCXOAT HITH COTIOCTABUMBI C pe3yJIbTaTaMH JPYTHX HCCIeI0BaTeNeH.

KiroueBbie ciaoBa: riryOokoe oOydeHHE, CTEHO3 KOPOHAPHBIX apTepuii; HEHpOHHas CeTb,
pEeHTTreHOBCKasi KopoHaporpadus

Jas umrupoBanusi: Illlermana E.JO., Trotronnnk A.A. BbIABICeHHE CTEHO3a KOPOHAPHBIX
apTepuil Ha OCHOBe Mojenell riyookoro oOydenus // Hayunwlii pesynbraT. MHbDOpMannoHHsie
texrogorun. — T. 10, Nel, 2025. — C. 58-65. DOI: 10.18413/2518-1092-2025-10-1-0-6

INTRODUCTION

Cardiovascular diseases are the cause of almost 30% of deaths [1]. Current clinical practice uses
medical pictures acquired using a variety of diagnostic techniques to determine the existence and severity
of coronary heart disease [2, 3]. Nowadays, the competence and expertise of the specialists play a major
role in the accuracy and dependability of coronary angiography interpretation. It is anticipated that
automating the identification and categorization of coronary artery vascular lesions will simplify the work
of medical practitioners by reducing the probability of misinterpretation and speeding up selecting the best
course of action.

The use of computer diagnostic systems play an important role in cardiology in detecting arterial
anomalies, since this process is time-consuming, and the number of clinical specialists is limited. Today,
research in the field of automation of processing large volumes of medical data has advanced significantly
due to the introduction of deep learning methods.

The purpose of this research is to use deep learning detectors to create a model for stenosis detection
in individuals with coronary artery vascular lesions [4, 5]. A result the work, models were identified that
provide the level of coronary artery stenosis detection accuracy detection comparable to that achieved by
other researchers of the problem [6].

MATERIALS AND METHODS

When working with X-ray video sequences to detect stenosis, it is necessary to filter all the videos
and keep only the images with visible arterial structure. The classification process is performed based on
these candidate images using an object-oriented framework or image classification task. In image
classification, the probabilities of the image class labels are calculated. In the field of medical imaging,
object-based classification is reduced to locating the lesions and classifying them. In contrast, in object
localization and classification, a bounding box is drawn around the objects of interest in the image and a
class label is assigned to them.

For more complex classification, a patch-based method can be used, where each patch in the image
is assigned a class. In this strategy, each patch is considered as a labeled object. First, a keyframe detection
mechanism is used to select images, highlighting the most degraded coronary artery. Then, for each
keyframe, deep learning-based stenosis classification is performed using a pre-trained deep model on the
ImageNet dataset. In cases where access to labeled images is limited, a patch-based method has been
proposed to improve the accuracy of frame labeling. It in-volves classifying a separate region of the image,
rather than the entire image. Thus, several patches of a given size (e.g., 16x16 pixels) are created in a full-
size image, which increases the number of training images.

The stenosis identification problem has been approached in several ways, such as by employing deep
convolutional neural networks (CNNs) to automatically extract features from images [7]. Stenosis-DetNet,
a neural network that chooses candidate frames from unprocessed X-ray angiography movies, was
introduced by the authors of Ref. [8]. The neural network then uses previous knowledge of coronary artery
displacement and image attributes to optimize the bounding boxes of candidate objects that contain stenotic
areas.

Danilov et al. investigated eight CNN architectures for object detection to find single stenotic lesions.
These architectures include single-stage detector (SSD), Faster-RCNN, and deep convolutional networks
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with region-based detection R-FCN, as well as deep convolutional neural networks MobileNet-v2,
ResNet50, RFCN ResNet101, Inception-v4, and NASNet. The RFCN configuration ResNet101 has shown
the trade-off between accuracy and speed, which at present is optimal [9]. Moon et al. proposed a two-stage
approach for automated stenosis recognition in coronary angiography [10].

In this work, artery stenosis sites were identified using popular deep learning detectors, including
SSD (Single Shot Detector) [11], R-FCN [12], Faster-RCNN [13], RetinaNet [14], and EfficientDet [15].
One of the most effective single-stage object detection algorithms for identifying relatively small objects is
RetinaNet. RetinaNet's architecture is divided into four primary components, each with a distinct function:

1) The primary neural network used to extract information from the input image is called Backbone.
This variable portion of the network may be based on neural networks for classification, such as ResNet,
VGG, EfficientNet, etc.

2) The Feature Pyramid Net (FPN) is a pyramid-shaped convolutional neural network that combines
feature mappings from the network's upper and lower tiers.

3) The Classification Subnet solves the classification problem by retrieving data about object
classes from FPN.

4) The Regression Subnet solves the regression problem by retrieving data about the locations of
objects in an image from FPN.

The ResNet50 neural network serves as the backbone of the RetinaNet architecture, as seen in
Figure 1. An output answer regarding an object's class and location within the image is generated by each
of these subnets.
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Fig. 1. RetinaNet neural network architecture [11]:
a) ResNet; b) FPN c) classifier subnet(top) d) Regressor subnet (bottom)
Puc. 1. ApxurekTypa HeliponHoii cetn RetinaNet [11]:
a) ResNet; b) FPN; ¢) nmozacets knaccudukaropa (BBepxy); d) mojacers perpeccopa (BHU3Y)

The feature pyramid network FPN is the core component of this model [16]. In convolutional neural
networks, this network serves as a general design for building feature pyramids. To construct the pyramid,
a layer is determined for each stage, and the output of the last layer from each stage is used as a support set
for the next one.

Feature pyramid networks (FPNs) have several advantages over deep feature maps. First, object
localization is a challenge for deep feature maps since minor changes in the deep feature map result in large
localization errors when compared to the input image. Second, deep feature maps are disadvantageous for
small objects. FPNs solve the problem in object localization by using multilevel feature pyramids and the
spatial resolution strategy of FPNs, which involves integrating features from various scales, improves the
ability of FPNs to accurately classify object categories. The RetinaNet model uses a focal loss function
[17], which considers the imbalance between positive and negative samples as well as easy and difficult
samples, greatly improving the quality of the bounding regions. To process many generated boxes and
eliminate the class imbalance between the background and stenosis in the work, we use the values of its
parameters @ = 0.25 and y = 2 for the focal loss function, at which it achieves the best performance:

FL(pt) = at (1 — pt)y log(pt) (D
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Also, to solve the problem, we used the EfficientDet deep learning-based detection model, in which
the pre-trained EfficientNet neural network is used as a backbone and the bidirectional neural network of
the feature pyramid BiFPN (Feature Pyramid Network) [15,16] is used as a feature extractor. This model
keeps the balance between prediction speed and accuracy. Figure 2 shows the architecture of the
EfficientDet model.

P./4 BiFPN Layer

Py/2
Input

EfficientNet backbone

Fig. 2. EfficientDet architecture [13]
Puc. 2. Apxutektypa EfficientDet [13]

RESULTS

A dataset of X-ray pictures from 438 patients who had coronary angiography and had been diagnosed
with coronary artery disease was used in this investigation [18]. Annotated into individual frames for each
video recording showing coronary artery stenosis, the data comprised 9378 clinically obtained video
sequences from invasive coronary angiography in DICOM format. In all, 1593 image sequences with
512x512 pixel resolution were annotated.

The model's performance is assessed in this research using the following metrics: mAP (mean average
precision), precision, recall, and F1-score. The average accuracy of the recall metric value between 0 and
1is calculated, the detection accuracy increases with the mAP value. The percentage of accurate predictions
is determined by the precision metric. The number of all positive cases is shown by the recall metric.

TP(c)
|classes]| (0552 5] TP(c) + FP(c)

where TP(c) is the number of correct predictions of class ¢ made by the model, FP(c) is the number of
erroneous predictions of class ¢ made by the model, and classes is the number of classes (the number of
analyzed video files). In order to evaluate (2), the model's prediction accuracy was first evaluated at a 50%
threshold, meaning that the areas of the forecast and the true marking are assumed to overlap by at least
50%. In contrast to a false positive event FP(c), this corresponds to a true positive indicator TP(c). The
MAP expression (2) is then computed by averaging all the accuracy values obtained for a specific threshold,
increasing the threshold in increments of 0.05 to a value of 0.95.

Our computational experiments were conducted using popular neural network models of object
detection SSD, R-FCN, Faster R-CNN, RetinaNet, and EfficientDet. The models were trained on a training
set of images with the following parameters: the input image size was (512x512) pixels, batch_size=8,
learning_rate=0.0025, epochs number=200. During the training, data augmentation methods were also used
to improve the quality and increase the size of the dataset. A total of 8300 grayscale images with a size of
(512x512) pixels were selected, of which 80% were used for training, 10% for validation, and 10% for
testing. The dataset sizes thus achieved were obtained by generating additional modified versions in
brightness and contrast from the original frames to exclude model overfitting. Also, the early stopping
procedure was used to reduce the risk of overfitting. The trained models were then tested on the test set
using mean average precision (mAP) expression (2).

mAP

(2)
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All tests were performed using the Tensorflow environment and the Python 3.8 programming
language. The results of the comparative analysis of the obtained results are summarized in Table 1.

Table 1
Results of the comparative analysis of the performance indicators of stenosis detection models
Tabnuya 1
Pe3ynbraThl CpaBHUTEIBHOTO aHATHM3a IMoKa3aTenei 3 (heKTUBHOCTH MOJIeNeH BBISIBICHUS CTEHO3a

Model mAP, % | Fl-score, %| Params, M Time, ms
SSD Inception V2 53 74 4.2 36
SSD ResNet-101 61 77 4.2 42
R-FCN Inception V2 68 81 5.43 78
R-FCN ResNet-101 81 85 5.43 107
rﬁsézilﬁn(i/'\'z'\' 73 86 25.6 110
e 89.23 90,2 25.6 117
U I R
(RR?(telsrl]\?eNtigl_FPN) %0 L4 44 132
éqgigrl‘tz[))et'[’o 90.64 90.25 3.9 117
g;g‘;gto[))et'm 95.8 98.22 20.7 124
DISCUSSION

The study of employing the most potent and sophisticated deep learning-based detectors to identify
coronary artery stenosis is presented in this publication: SSD (Inception V2, ResNet-101), R-FCN
(Inception V2, ResNet-101), Faster-RCNN (ResNet-101, Inception VV2), RetinaNet, EfficientDet-DO0, and
EfficientDet-D4. The highest prediction speed is possessed by the SSD Inception V2 model, which has a
value of the indicator (2) on the test sample equal to 53%, the prediction rate is 36 frames per millisecond.

With a mAP value of 81% and a prediction speed of 107 ms, the R-FCN model, which uses the
Inception V2 residual neural network as the foundation model, offers a decent compromise between
accuracy and speed. The model with the best accuracy/prediction time ratio is the Faster-RCNN ResNet-
101(50 proposals). The Faster-RCNN ResNet-101 model's mAP prediction accuracy was 88.23%, and its
prediction speed was 117 ms. All tests were performed using the Tensorflow environment and the Python
3.8 programming language.
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Fig. 3. Result of the EfficientDet D4 model
Puc. 3. Peaynbtat monenu EfficientDet D4

The RetinaNet model, which was pre-trained on the COCO dataset, was employed in this study [19,
20]. It has a rather high accuracy rate of mAP=90%, but the average image processing speed of 132 ms is
not high enough for real-time operation. In addition, its dimensionality also requires a large amount of
memory, because of which it cannot be used as a first-choice detection model. The EfficientDet model was
also pre-trained in TensorFlow on the MSCOCO images. Two variants were chosen from among the
potential EfficientDet specifications: D0(512x512) and D4(720 x 720) [21]. With an accuracy rate of
mAP=95.8% and an image processing speed of 124 fps, the EfficientDet D4 model outperformed other
networks including R-FCN and Faster R-CNN. The ResNet101 model is the best model for RetinaNet,
EfficientDet, Faster RCNN, and R-FCN. The feature extractor architecture selection is less critical for the
SSD model.

With a balanced ratio of high accuracy, detection speed, and a relatively low weight of their
parameters, the Faster R-CNN and EfficientDet D4 detection models — which use the ResNet101 neural
network as a base model — are the best detectors for identifying coronary artery stenosis, according to the
results obtained. As is evident, nevertheless, they are unable to process X-ray video sequences in real time.
The SSD Inception V2 model, for instance, has this capability, but its detection accuracy is poor. In this
instance, we believe that reducing the possibility of incorrect coronary artery stenosis detections — which
can be quantified using the F1-score metric — should take precedence. From this point of view, the above
models also showed an optimal balance of the necessary metrics, comparable or superior to the results of
similar studies presented in Table 2.

Table 2
Results of comparative analysis of detection characteristics
Tabauya 2
Pe3ynbrarhl CpaBHUTEIHHOTO aHAIM3a XapPaKTEPUCTUK OOHAPYKCHUS

Publication maP, % F1-score, % Prediction time, ms
[8] Stenosis-DetNet 84.22 88.1 -
[9] Faster RCNN i
ResNet50V1 92 98
[10] reccurent CNN 934 95.6 -
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[22] RetinaNet i
(ResNet101_FPN) 95.78 %

[23] Wu 87.2 83.2 -
[24] U-Net+gbdt 87 89 -

“-“ means that the data are not presented by the publication.
CONCLUSION

Neural network techniques for coronary angiography data analysis, including single-vessel lesions,
are examined in this study; naturally, this does not encompass the whole range and complexity of
atherosclerosis. To identify single-vessel arterial stenoses, a set of neural network detectors was trained
using clinical angiographic data. It was demonstrated that the EfficientDet-D4 architecture can provide
excellent localization accuracy of the stenosed area in the image (up to 95.8%); but, because of its
complexity, it cannot do real-time analysis, meaning that its performance is insufficient. The accuracy and
speed of coronary artery stenosis detection using deep detection methods 11 the algorithm could be
improved with additional work to optimize the input data for analysis or to employ auxiliary techniques,
opening the door to the development of a quick and reliable tool to support interventional cardiology.

The creation of a computer system that can simultaneously detect two or more stenoses, characterize
them in detail, and help doctors make decisions would be more beneficial for clinical practice. The
performance of detection models would be enhanced by the application of cutting-edge technologies to
increase image processing speed and accuracy through contrast image processing, coronary artery region
refinement, etc. Future research will also concentrate on these areas to generalize the suggested models to
images of other patients, but real-time detection and classification of multivessel disease is a more intricate
and multidimensional task. This is because X-ray angiographic images are extremely noisy, and the
presence of bony structures, spinal vertebrae, catheters, and diaphragms exacerbates this issue.
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